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Abstract—In VLSI, testing plays an important role. Major problem in testing are test data volume and test power. The important solution to reduce test data volume and test time is test data compression. The Proposed technique combines the bit mask-dictionary and $2^n$ pattern run length-coding method and provides a substantial improvement in the compression efficiency without introducing any additional decompression penalty. This method has been implemented using Mat lab and HDL Language to reduce test data volume and memory requirements. This method is applied on various benchmark test sets and compared the results with other existing methods. The proposed technique can achieve a compression ratio up to 86%.
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I. INTRODUCTION

A circuit or system consumes more power in test mode than in normal mode, this leads to severe hazard in circuit reliability, instant circuit damage, increases cost, increases verification problems and decrease in overall yield. Some of Test challenges are Escalating transistor counts, increasing chip’s complexity, while maintaining its size. Testing is one of the most expensive and problematic aspects in a circuit design cycle. Test efficiency correlates with toggle rate. In test mode, switching activity of all nodes is often several times higher than normal operation. Often parallel testing is used in system-on-chip (SOC) to reduce test application time, which might result in excessive energy consumption and power dissipation. DFT circuit is designed to reduce test complexity, which is often idle during normal operation, but might be intensively used in test mode. Correlation between successive functional inputs may be significant; however, for test patterns it is generally very low. Switching activity during test leads to increase in both hardware costs and time. As a result of new fabrication technologies and design complexities, standard stuck-at scan tests are no longer sufficient. Each new fabrication process technology increases the number of tests as well as corresponding data volume. Higher circuit densities in system-on-chip (SOC) designs have led to drastic increase in test data volume. Larger test data size demands higher memory requirements as well as an increase in testing time. Test data compression solved this problem by reducing the test data volume without affecting the overall system performance.

Test data compression involves adding some additional on-chip hardware before and after the scan chains. This additional hardware decompresses the test stimulus coming from the tester; it also compact the response after the scan chains and before it goes to the tester. This permits storing the test data in a compressed form on the tester. It is also easier to adopt in industry because its compatibility with the conventional design rules and test generation flows for scan testing. Test data compression provides two benefits. First, it reduces the memory requirements on the tester, which can extend the life of older testers that have limited memory. Secondly, it applies even for testers with plenty of memory it can reduce the test time for a given test data bandwidth because less test data has to be transferred between the tester and the chip.

Test vectors are highly compressible because typically only 1% to 5% of their bits are specified (care) bits. To solve this problem, various test data compression techniques have been proposed. There are three types of test compression techniques such as, linear-decompression scheme, broadcast-scan scheme and coding scheme [1]-[3]. Coding scheme is widely used one and it doesn’t require any structural information of IP cores. In this scheme, a given test input is compressed by data compression techniques and stored in VLSI tester memory. While a CUT on a chip is tested, the compressed test input set is transported to a decompression on the chip and then it is restored. The compressed test set can achieve the reduction of the time for test transportation, not just the size of the test storage device. The overview of traditional test data compression/decompression process method is shown in Fig. 1. The original test vector is compressed and stored in
the memory. Thus, the memory size is significantly reduced. An on-chip decoder decodes the compressed test data from the memory and delivers the original uncompressed set of test vectors.

Compression ratio is defined as the ratio between the original test vector size and compressed test vector size:

\[
\text{Compression Ratio} = \frac{\text{compressed test vector Size}}{\text{Original test vector Size}}
\]

The test data compression ratio can serve as a measure of the complexity of a test data set.

II. EXISTING METHOD

In test data compression, lossless data compression is used to compress the test data. In lossless data compression, the integrity of the data is preserved. The original data and the data after compression and decompression are exactly the same because, in these methods, the compression and decompression algorithms are exact inverses of each other. No part of the data is lost in the process. Redundant data is removed in compression and added during decompression. Lossless compression methods are normally used when it cannot afford to lose any data. Various compression techniques have been proposed over the years to reduce the test data volume and test time.

Many coding schemes have been proposed for code-based scheme. Some of Huffman coding based methods were proposed, however, this method suffered from high area overhead [4]. To cure this problem, the selective Huffman encoding technique was proposed [5]. It only encodes the symbols with higher occurrence frequencies. The size of the decompression circuit can be reduced substantially. Hence, the optimal selective Huffman encoding technique was proposed [6]. It reduces the test data. A 9C technique uses exactly nine code words aiming at pre-computed data of intellectual property cores in SOC. It is flexible in utilizing both fixed-length and variable-length blocks [7]. In addition, run-length methods can make a good trade-off between test data compression ratio and area overhead was improved using variable-to-variable encoding techniques, Golomb coding and FDR coding consist of a prefix and a tail with same size. It requires complicated decoder and inefficient for long run of 1’s [8], [9]. An enhanced coding scheme named Extended Frequency-Directed Run-length (EFDR) was proposed [10]. This method took advantage of both runs of 0’s and runs of 1’s and outperformed the other coding techniques that are based on only runs of 0’s. RL-HC combines the run length based Huffman coding for scan testing to reduce the test data volume [11]. PRL is also an efficient approach. The compression is data-independent and the program for decompression is very small and simple, thereby allowing fast and high throughput to minimize test time [12]. Some other methods were proposed, Tunstall coding [13], LZW coding [14], 9-coded technique [15], heterogeneous compression technique [16], multilevel Huffman coding [17] have shown test data reduction using an on-chip pattern decompression scheme. These methods produce a moderate compression. In order to increases Compression ratio further this paper propose the combination of the bitmask-dictionary [18], [19] and 2n PRL [20]. The rest of the paper is organized as follows; section III describes the background of this method. Section IV describes the proposed methods. Section V describes the results and comparison with existing. Section VI concludes the paper.

III BACKGROUND

A. Bitmask Based Dictionary Compression

The bitmask based dictionary compression technique is proposed [18], [19]. It is a promising technique that illustrates better compression ratio over dictionary based compression technique. This technique uses extra bits to record the differences in unmatched words from the dictionary entries and encode them as usual dictionary indices. This technique uses limited dictionary to match many words with small bit changes. A bitmask makes use of the fact that binary numbers are made up of 1’s and 0’s, each digit in a binary number being equivalent to one bit. It easily checks the state of individual bits regardless of the other bits. The bit masking approach tries to incorporate maximum bit changes using mask patterns without adding significant cost (extra bits) such that the compression ratio is improved. Bit masking compression technique also ensures that the decompression efficiency is improved.

Fig. 2 illustrates the encoding scheme used by the bit masking compression technique. This encoding format can store information for each pattern; it stores the mask type, the location of mask, and the mask pattern. The encoding scheme can be optimized, only the types and sizes of the bitmask combinations are determined.

![Fig. 2 Encoding format for bit masking compression technique](image)

The bitmask can be applied on different places on a vector and the number of bits required for indicating the position varies depending on the bitmask type. For instance, if consider a 32-bit vector, an 8-bit mask is applied on only byte boundaries require 2-bits, since it can be applied on four locations. It will require 5 bits to indicate any starting position on a 32-bit vector. Bitmask-based compression is an enhancement on the dictionary-based compression scheme, which helps to get more matching patterns. In dictionary-based compression, each vector is compressed only if it completely matches with a dictionary entry. There are three major challenges in bitmask-based test data compression.
1) **Dictionary Selection**: A profitable dictionary is to be selected which takes into account the bit savings due to frequency matching as well as bitmasks.

2) **Bitmask Selection**: Appropriate number and type of bitmasks are to be selected for compression.

3) **Don’t Care Resolution**: It is necessary to selectively replace each don’t care with “0” or “1”.

Fig. 3 demonstrates the bitmask based code compression technique. The first step divides the uncompressed test data set into equal length slices for compression. After getting the input test data, the next task would be to divide them into scan chains of predetermined length. Let us assume that the test data consists of \( n \) test patterns. Divide the scan elements into \( m \) scan chains in the best-balanced manner possible. This results in each vector being divided into \( m \) sub-vectors, each of length \( L \). Dissimilarity in the lengths of the sub-vectors are resolved by padding don’t cares at the end of the shorter sub-vectors. Thus, all the sub-vectors are of equal length. The \( m \) bit data which is present at the same position of each sub-vector constitutes an \( m \) bit slice. If there are \( n \) vectors at the beginning, obtain a total of \( n \times L \) \( m \) bit slices, which is the uncompressed data set that needs to be compressed. Two types of bitmask are present. A fixed bitmask is one which can be applied to fixed locations. However, sliding bitmasks can be applied anywhere in the test vector. Since the fixed bitmasks can be applied only to fixed locations, the number of positions where they can be applied is significantly less compared to sliding bitmasks. Hence, the number of bits needed to represent them is less than sliding bitmasks. The number of bitmasks selected, which depends on both the test vector length and the dictionary. The dictionary selection algorithm is a critical part in bitmask-based test data compression which is shown in Fig. 4.

Bits in two vectors are said to be compatible if they meet any one of the following two requirements: 1) for all positions, the corresponding characters in the two vectors are either equal or one of them is a don’t care; or 2) two vectors can be matched by predetermined profitable bitmasks. Each edge contains weight information. The weight is determined based on the number of bits that can be saved by using that edge. Three dictionary selection techniques are used. They are:

1. **Two-step method (TSM)**
2. Method using compatible edges (MCE) without edge weights
3. **MCE with edge weights (MEW)**.

Fig. 4 Compression using bitmask and dictionary

Each of these techniques uses a variant of well-known clique partitioning algorithm. In TSM, consider only edges that are formed by direct matching. The graph will not have any edges corresponding to bitmask-based matching. Then a clique partitioning algorithm is performed on the graph. This is a heuristics-based procedure that selects the node with the largest connectivity and is entered as the first entry to a clique. Now, the nodes connected with it are analyzed, and the node having the largest connectivity among these (and not in the entire graph) is selected. This process is repeated until no node remains to be selected. The entries of the clique are deleted from the graph. The algorithm is repeated until the graph becomes empty. The clique partitioning algorithm is used in MCE and MEW as well. The number of cliques selected may be greater than the predefined number of entries or vice versa.

**Method Using Compatible Edges (MCE) Without Edge Weights**: In MCE, weight of all the edges (direct or bitmask-based match) is considered equal. MCE with Edge Weights (MEW) is same as MCE except that it considers edge weights. As indicated earlier, the edge weight is determined based on the number of bits saved if that edge is used for direct or bitmask-based matching.

**B. 2^n Pattern Run Length Coding**

2^n PRL (pattern run length) [20], relies on encoding compatible patterns within the test data. Two patterns of the same length are compatible (inversely compatible) if every bit pair at the same position has the same (opposite) value after properly filling the values of don’t-cares. 2^n PRL first partitions test data into fixed-length (L-bit) segments where L has a power of 2. Compression is then conducted on 2^n compatible patterns where \( n \) is a signed integer. Depending on whether encoding is performed within a segment or across several adjacent segments, test data can be encoded in either of the following two ways which are shown in Fig. 5.
Internal $2^n$-PRL ($n \leq 0$) compresses $2^{|n|}$ runs of compatible (inversely compatible) sub segments of single segments and code word for this method consists of three components as sign(S)(S=0 means positive and S=1 means negative which is inversely compatible) and exponent (E) of $K$ bit and pattern(p), if don’t care bits are properly filled to make compatible with corresponding sub segments and external $2^n$-PRL ($n \geq 0$), compresses $2^n$ consecutive compatible segments into shorter one. The following steps are used to perform further compression, Bitmask compressed data taken as an input to the $2^n$ pattern run length coding. The input data is split into fixed length (L) segments and set the exponent. The data can be encoded either of two types and exception type (non-compressible segment). The encoding process updates the reference segment during three conditions. First, when a segment is encoded by internal $2^n$-PRL the corresponding segment becomes reference segment. Secondly, when several segments, inversely compatible with the reference segments and external $2^n$-PRL ($n \geq 0$), compresses $2^n$ consecutive compatible segments into shorter one. The following steps are used to perform further compression, Bitmask compressed data taken as an input to the $2^n$ pattern run length coding. The input data is split into fixed length (L) segments and set the exponent. The data can be encoded either of two types and exception type (non-compressible segment). The encoding process updates the reference segment during three conditions. First, when a segment is encoded by internal $2^n$-PRL the corresponding segment becomes reference segment. Secondly, when several segments, inversely compatible with the reference segments and external $2^n$-PRL ($n \geq 0$), compresses $2^n$ consecutive compatible segments into shorter one. The following steps are used to perform further compression, Bitmask compressed data taken as an input to the $2^n$ pattern run length coding. The input data is split into fixed length (L) segments and set the exponent. The data can be encoded either of two types and exception type (non-compressible segment). The encoding process updates the reference segment during three conditions. First, when a segment is encoded by internal $2^n$-PRL the corresponding segment becomes reference segment. Secondly, when several segments, inversely compatible with the reference segments and external $2^n$-PRL ($n \geq 0$), compresses $2^n$ consecutive compatible segments into shorter one.

IV. PROPOSED

In the proposed method, combines the bitmask and dictionary method and $2^n$ PRL (pattern run length) methods. The first stage of compression is performed using bitmask and dictionary method using two-step methods [19]. Second stage of compression is performed using $2^n$ PRL (pattern run length) methods. The proposed method shows better compression than the above methods.

A. Compression Algorithm

The compression algorithm is developed in two stages. The first stage of implementation, concept of bitmask-dictionary method is used and the second stage, concept of $2^n$ PRL coding is used. Test vector is given at the first stage which is cascaded with the second stage and finally the compressed test data is obtained:

Algorithm is as follows:

Steps:
1. Divide the uncompressed test data based on number of scan chains;
2. Select Bitmasks and Dictionary
3. Perform Test compression using selected dictionary and bitmask
4. Store the compressed data and dictionary.
5. The compressed data is split into compatible or incompatible if two pattern of the same length with bit pair at the same position has same value or opposite value after careful filling of don’t cares bits.
6. Partitions test data into fixed length (L) segments where L has a power of 2 and set exponent value.
7. Check whether the type of encoding are internal $2^n$ PRL ($n < 0$) or external $2^n$ PRL ($n > 0$) or exception and based on the result, set the reference segment, encode the data.
8. Find the length of the bit pattern and calculate the compression efficiency.

B. Decompression Mechanism

The decompression architecture is shown in Fig. 6. It consists of Finite State Machine (FSM) for identifying the code words, Control and Generation Unit (CGU) is used for data transmission control and generating test pattern. Decompression logic generates the bitmask data which is XOR with the dictionary in parallel. So, it reduces the additional penalty. The decompression is worked based on the algorithm given below.

Algorithm Steps:
1. Compressed data is partitioned into 8 bit segment
2. Find the encoding type of segment whether compatible, incompatible or exception
3. Find the code word based on encoding type
4. Repeat the above steps for all segments.
5. The decompression output is sent to bitmask-dictionary decomposition stage.
6. Let p be the first bit of the compressed string
7. If $p=0$ the remaining bits are the uncompressed string go to step 14
8. Let q be the second bit of the compressed string
9. If $q=0$ the remaining bits correspond to dictionary index, it is a direct match, read the dictionary entry go to step 14.
10. Read respective bits for mask values and positions.
11. Compose final bitmask using the data from step 10.
12. Read the dictionary entry based on dictionary index.
13. Find XOR of dictionary entry with final bitmask to generate the uncompressed string.
14. Send uncompressed string to DUT.

V. IMPLEMENTATION RESULT AND DISCUSSION

Compression algorithm was implemented using MATLAB-13 and VHDL and simulated and experimented on various ISCAS benchmark circuits. Compression Ratio is used to identify the efficiency of the compression technique. The proposed method is implemented in two stages, in the first stage Bitmask and dictionary method [19] and in the second stage is $2^n$ PRL compression technique are used [20]. Implementation results of two stages are shown in Table I. It shows that $2^n$ PRL performs well compared with proposed
methods for small circuits and proposed methods outperforms for large circuits. Table II and Fig. 7 shows the comparison of proposed method with existing methods that the proposed Combination of bitmask-dictionary and $2^n$ PRL provides better compression efficiency than $2^n$ PRL but 1% and 15 % higher than [17] for s9234 and s38417 test sets respectively. Bit mask dictionary technique shows better compression for s15850 test sets than proposed methods because of more number of don’t care bits. This technique provides good compression efficiency when compared with the existing methods which is shown in Table II. The proposed method is implemented using VHDL and simulated using Xilinx 9.2 –model-sim simulator which is shown in Table III. The MATLAB implementation of compression is simple and easy, it outperforms than VHDL Implementation. The decompression was implemented using VHDL is simple and easy.

VI. CONCLUSION

Testing power and large data volume are the most important issues in testing a VLSI circuit. Code compression technique offers an efficient solution for this issue. This Paper proposed an efficient code compression technique by combining bitmask-dictionary and $2^n$ pattern run length coding and implemented to reduce the large test data volume. The proposed algorithm applied on various benchmarks circuits and compared the results with existing test compression technique which shows that the proposed method presents a better compression ratio.
Fig. 7 Comparison of compression ratio of proposed with existing methods

REFERENCES


