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I. INTRODUCTION

The concept of moment invariants for pattern recognition was introduced in 1962 by Hu [1]. In his computations Hu used a geometric polynomial basis set \( f(x) = \sum_{i=1}^{n} c_i x^i \) to determine the polynomial moments. The geometric polynomials — called the Vandelmonde basis — have the following serious disadvantages: a) the Vandelmonde matrix is poorly conditioned and quickly becomes degenerate as the degree of the polynomial increases. There is no unique inverse to a degenerate matrix and consequently these basis functions are not suited for the synthesis of a signal. The maximum degree of polynomial which can be used is approximately \( d_{max} = 10 \); b) the Vandelmonde basis is not orthogonal in the discrete space, and consequently the basis is not polynomial preserving. This feature is important when doing polynomial filtering such as Savitzky-Golay smoothing [2].

In the years ensuing Hu’s publication there was significant development in the understanding of Polynomial moments and their relationship to least square approximation [3]. The main step forward in polynomial moments was associated with the introduction of new polynomial bases [4]–[9], this enabled the computation of moments of higher degree on larger images; for example Zhu [10] was able to compute global moments for images with a size of \( 256 \times 256 \). The of generating virtually perfect bases sets of arbitrary size can be associated with Mukundan [11], his basis was limited to regular grids and the errors — be it very small errors — are concentrated at lower degree polynomials. Then a new synthesis procedure was introduced for the generation of unitary discrete Gram polynomials on arbitrary nodes [12] and with a computation accuracy comparable with the Fourier basis. The availability of a unitary basis also enabled the development of understanding with respect to spectral propagation of gaussian noise and noise bandwidth of polynomial filters [13]. Discrete polynomial moments are global approximations of data where Polynomials of high degree are used to model the details.

In 1964 Savitzky and Golay [2] introduced local polynomial approximation to smooth and evaluate the derivatives noisy spectrometer data. The smoothing was based on fitting a geometric polynomial (Vandermonde basis set) of low degree \( d \) to a data set of limited length, the original paper used a maximum degree of \( d_{max} = 6 \) and the data length of \( l_s = 25 \) also known as the support length or in filtering literature as the bandwidth — a clear misnomer. Modden [14] pointed out some errors in the original paper and extended the method to larger support lengths. The method was extended to image processing by a number of groups, e.g. by Rajagopalan [15]. All these applications are limited by the properties of the Vandermonde basis and limits there applicability to low degree approximations.

In 1990 two groups [16], [17], apparently independently, proposed the use of Gram polynomials [18] in place of the Vandermonde basis for Savitzky-Golay smoothing. Meer and Weiss [16] state that the Chebyschev and Gram polynomials are synonymous for the same set of basis functions; this is only partially correct. The modified discrete Chebyschev polynomials [19], [20] do not have a uniform scaling, where as the Gram polynomials do. Furthermore, the polynomials published by Meer and Weiss in their paper are not orthogonal. Nevertheless, the use of Gram polynomials is an important step in the improvement of the performance of orthogonal moments. Theoretically the Gram polynomials should form an ideal basis; however, their synthesis via the recurrence relationship introduces serious errors which limit the degree of polynomial which can be used: The recurrence relationship for the Gram polynomials is,

\[
g_n(x) = 2 \alpha_{n-1} x \ g_{n-1}(x) - \alpha_{n-1} \ g_{n-2}(x),
\]

whereby,

\[
\alpha_{n-1} = \frac{m}{n} \left( \frac{n^2 - 1}{m^2 - n^2} \right)^{1/2}
\]

and

\[
g_0(x) = 1, \quad g_{-1}(x) = 0 \quad \text{and} \quad \alpha_{-1} = 1,
\]
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The name Vandelmonde basis is used here, since a matrix \( B_x \) containing the geometric basis functions as columns is a Vandelmonde matrix. The use of this name is advantageous since it leads to the theory and difficulties in inverting the matrix \( B_x \).
\( x \) is computed on equidistant points,
\[
x = -1 + \frac{(2k - 1)}{m}, \quad 1 \leq k \leq m,
\]
note these points do not span the full range \([-1, 1]\). The bases functions are scaled by \( \sqrt{m} \) yielding a unitary bases set. Now consider the matrix \( G_n = [g_0(x), \ldots, g_n(x)] \), whereby the \( i \)-th column correspond to the \( i \)-th basis function \( g_i(x) \). It \( G \) contains an ideal unitary bases set then, \( P = G^T G = I \), and consequently, the projection error \( P_e = P - I = 0 \) should yield a matrix which is uniformly zero. To demonstrate the limits associated with the generation of the Gram recurrence relationship a basis was computed for \( m = 100 \) and \( n = 40 \) the associated projection error is shown in Figure 1. The errors are in the range \( \epsilon = 10^{-13} \) these are small but already significantly larger than the computational accuracy of MATLAB, indicating that the errors associated with the recurrence relationship are now dominant. The highest feasible degree for a Gram polynomial generated in this manner was \( n = 20 \) when computed for \( m = 100 \) points; at higher degrees the error exceeded the numerical error limit in MATLAB of \( \text{eps} = 10^{-16} \). With this, the Savitzky-Golay method remains a local polynomial approximation with limited degree, unable to reach the dimensions associated with global approximations of images.

\section{II. Theoretical Framework}

Past analysis of polynomial moments has focused on their application in pattern recognition and not on filtering [1], [5], [6], [8], [9], [21]–[23]. Polynomial moments have been proposed for filtering [24]; however, no formal analysis has been performed for such applications. Whereas, Savitzky-Golay smoothing focused on filtering but payed no attention to the global characteristics of the polynomial approximations. The aim in this section is to develop a theoretical framework which unifies both aspects. At this point no assumptions are made with respect to the basis function set being used\(^2\).

The most general formulation of a discrete equivalent of an integral-transform is,
\[
s = B_a^o y. \tag{5}
\]

The spectrum \( s \) of the data \( y \) is determined by computing the discrete equivalent of an integral transform. The formulation with the Moore-Penrose pseudo inverse \( B_a^o \) has been chosen since it is the least squares solution for non-orthogonal bases. Discrete polynomial moments belong to a class of basis functions who’s spectrum can be calculated as above. The synthesis of a signal, i.e. the inverse transform is computed as,
\[
\hat{y} = B_o s \tag{6}
\]
whereby, \( B_o \) contains the synthesis functions.

\( A. \text{Completeness and invertibility} \)

Equations 5 and 6 can be combined to yield,
\[
\hat{y} = B_o s = B_o B_a^o y. \tag{7}
\]

\(^2\)Some examples of suitable basis functions are: the Fourier basis; discrete orthogonal polynomials; the bessel functions and the Haar functions. The most appropriate basis functions depend on the nature of the application at hand.
In general the basis function $B_a$ and $B_s$ are related via permutation matrices, i.e. they are fundamentally the same type of basis functions, but possibly evaluated at different nodes or of different degrees. The reconstruction error $r = y - \hat{y}$ is,

$$ r = y - B_s B_a^T y = (I - B_s B_a^T) y \quad (8) $$

Consequently, perfect reconstruction is given if the projection onto the orthogonal complement $1 - B_s B_a^T = 0$. This can be achieved using a unitary$^3$ and complete$^4$ basis for analysis and reconstruction; i.e. $B = B_a = B_s$ such that,

$$ r = (1 - BB^T) y = 0. \quad (9) $$

In general, the complex conjugate transpose$^5$ of any complete unitary basis is its inverse.

### B. A formalism for filtering

Spectral filtering can be modelled in three steps:

1) computing the signal polynomial spectrum,

$$ s^\delta = B^T y^\delta; \quad (10) $$

2) filtering the spectrum with the filter $F$

$$ s^\delta_F = F B^T y^\delta; \quad (11) $$

3) synthesizing the filtered signal, $y^\delta_F$

$$ y^\delta_F = B s^\delta_F = B F B^T y^\delta. \quad (12) $$

If the filter function is factorable we can define $F = G G^T$ and $D = B G$. Consequently,

$$ y^\delta_F = B G G^T B^T y^\delta = D D^T y^\delta. \quad (13) $$

Note: $P = D D^T$ is an orthogonal projection onto the filtering basis functions. Given a set of $n$ points the projection $P$ has the dimension $n \times n$, i.e. each filtered point $y^\delta_F$ is a linear combination of all input values. Consequently, the rows of the projection matrix can be regarded as the coefficients of an FIR filter; this enables the direct computation of the frequency response [25].

Knowing that the gaussian input noise is spread evenly over the complete spectrum yields the noise gain $g_n = |F|^2$. This is a very important new result, enabling for the first time analytic computation on the noise behaviour of polynomial filters. In polynomial preserving filters an unmodified subset of the complete basis functions are used. In this case an orthogonal but incomplete basis set is used. In this manner both low pass and band pass filters can be implemented.

$^3$Unitary implies $B^T B = I$, i.e. an orthogonal matrix.

$^4$A unitary and complete matrix fulfills the condition $B^T B = B B^T = I$.

$^5$The transpose $(.)^T$ always refers to the complex conjugate transpose in this paper.

### C. Linear transformations and covariance propagation

In general measurements are perturbed by noise, i.e. the observations $y^\delta$ are noisy,

$$ y^\delta = y + \delta u_n; \quad (14) $$

consisting of the ideal signal $y$ with additive white noise $\delta u_n$, where: $u_n$ is a vector of gaussian noise with zero mean and covariance matrix $\Lambda_u$.

There are two cases of interest with respect to the application of discrete orthogonal basis functions and the propagation of covariance:

1) propagation from the spatial (temporal) to the spectral domain during the computation $s = B^T y^\delta$;

2) propagation from input to output of a filter, $y_F = P y^\delta$.

Both these cases involve the covariance propagation through linear transformations. Given a general linear transformation represented as a matrix $L$ and the input covariance matrix $\Lambda_y$, the covariance propagation is given by,

$$ \Lambda_f = L \Lambda_y L^T. \quad (15) $$

If the signal $y$ is perturbed by independent and identically distributed Gaussian noise, then the covariance of $y$ is,

$$ \Lambda_y = \text{diag} \{ \sigma^2, \ldots, \sigma^2 \} = \sigma^2 I_m \quad (16) $$

where $I_m$ is an $m \times m$ identity matrix. Consequently,

$$ \Lambda_f = \sigma^2 L L^T. \quad (17) $$

In the special case of computing the spectrum with a unitary and complete set of basis functions, $L = B$ and $L L^T = I$, consequently the covariance of the spectrum is,

$$ \Lambda_s = \sigma^2 I_m. \quad (18) $$

This proof states that gaussian noise has a flat power spectral density for all unitary and complete basis function sets, independent of their nature, i.e., Parseval’s theorem is true for all unitary and complete bases. This fact is well known from regularization theory for unitary matrices [26] and has been applied in the past to the Fourier and Cosine Bases. The new algebraic approach to analyzing polynomial basis functions proposed here enables the extension of this theory to polynomials and generalized finite impulse response (FIR) filters.

### III. Local and Global Polynomial Smoothing

Consider performing smoothing on a set of $n$ data points, a support length of $l_s$ and of degree $d$: note $l_s = n$ is a special case and corresponds to global polynomial approximation. To support understanding the example with $n = 10$, $l_s = 5$ and $d = 3$ are presented graphically in figures 2 and 3. The algorithm to generate the complete linear transformation $P_C$ for all $n$ points is:

Step 1: compute a unitary basis $B$ for $l_s$ and $d$ using the procedure proposed by O’Leary and Harker? [12]. This is a unitary but incomplete basis, since $d < l_s - 1$;
Step 2: compute the local projection matrix \( P = BB^T \), this is an \( l_s \times l_s \) matrix, see Figure 2 for the example \( l_s = 5 \) and \( d = 3 \). The center row of \( P \) corresponds to computing the projection at the center of the support \( p_{x=0} \). These coefficients are symmetric implying that the frequency response is strictly linear phase\(^6\). The rows above and below \( p_{x=0} \) correspond to the projections onto the basis functions at the start and end of the data respectively, i.e. where the end of the support is being approached. The coefficients in this region are asymmetric, the corresponding non-linear phase is responsible for the fact that polynomial approximations tend to oscillate the end of their support.

Step 3: generate the global complete matrix \( P_G \). By placing the top and bottom of the projection matrix \( P \) at the start and end of \( P_G \). The core of the matrix, \( n_c = n - l_s + 1 \) points, is filled diagonally with \( p_{x=0} \), see Figure 3 for an example. Consequently, the core of the smoothing is strictly linear phase and produces no oscillatory behavior, unless of course there is a source of significant Gibbs error \([20]\). The matrix \( P_G \) is a linear transformation, but not a projection matrix; note it is not symmetric. This algorithm enables the generation of the linear transformation matrix required for the complete region from local to global polynomial filtering. To demonstrate this, the transformation for \( l_s = 5 \), of degree \( d = 3 \), and \( n = 10 \) points is shown in Figure 4, note the peaking at the end of the support. The corresponding frequency response is shown in Figure 5, it exhibits strong resonant peaking at the borders of the support. The core frequency response is shown in Figure 6.

\(^6\)All FIR filters with symmetric coefficients are strictly linear phase \([25]\).

IV. EXTENSION TO 2D LATTICES
Consider a set of 2D data \( Z \) lying on a rectangular separable lattice, this is generally the case when working with images or measurement data scanned on a regular interval. The filtered data \( \hat{Z} \) is computed as:

\[
\hat{Z} = P_y Z P_x^T,
\]

where, \( P_x \) and \( P_y \) are the transformation matrices applied in the \( x \) and \( y \) directions. Different transformations may be used in each direction as required. These then form anisotropic polynomial approximations. An example geometric surface data is shown in Figure 7. The local anomalies \( Z_A \) are extracted via local polynomial approximation,

\[
Z_A = Z_G - P_y Z_G P_x^T
\]

where, \( l_{s,x} = 61 \), \( d_x = 3 \), \( n_x = 1215 \) and \( l_{s,y} = 31 \), \( d_y = 3 \), \( n_y = 640 \). Anisotropic parameters have been chosen for this demonstration.

V. CONCLUSIONS
A new theoretical framework has been presented for polynomial approximations. A virtually perfect Gram polynomial basis set is synthesized: this ensures that the approximations...
are strictly polynomial preserving; and polynomials of degree $d = 1000$ can be generated without significant errors. Consequently, it is possible to have a seamless transition from Savitzky-Golay smoothing (low degree local approximation) to high degree global approximations. The unitary Gram basis also enables the computation of covariance propagation and noise gain for the polynomial filters.

The representation of polynomial smoothing as an orthogonal projection onto a basis function set, delivers directly a method of computing the frequency response of the filter. Furthermore, the projection matrix and the corresponding frequency response show the tendency of polynomial approximations to oscillate at the borders of the support. Given $n$ points and a support length $l_s = 2m + 1$ then the smoothing operator is strictly linear phase for the points $x_i, i = m + 1 \ldots n - m$.

**REFERENCES**


