Abstract—In large datasets, identifying exceptional or rare cases with respect to a group of similar cases is considered very significant problem. The traditional problem (Outlier Mining) is to find exception or rare cases in a dataset irrespective of the class label of these cases, they are considered rare events with respect to the whole dataset. In this research, we pose the problem that is Class Outliers Mining and a method to find out those outliers. The general definition of this problem is “given a set of observations with class labels, find those that arouse suspicions, taking into account the class labels”. We introduce a novel definition of Outlier that is Class Outlier, and propose the Class Outlier Factor (COF) which measures the degree of being a Class Outlier for a data object. Our work includes a proposal of a new algorithm towards mining of the Class Outliers, presenting experimental results applied on various domains of real world datasets and finally a comparison study with other related methods is performed.
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I. INTRODUCTION

Outliers mining is the problem of detecting rare events, deviant objects, and exceptions. Outliers mining is an important data mining issue in knowledge discovery, it has attracted increasing interests in recent years. Recently, researchers have begun focusing on this problem and have attempted to apply algorithms for finding outliers to tasks such as fraud detection [6], identifying computer network intrusions [8, 22], data cleaning [27], detecting employers with poor injury histories [18], and in other several problem domains (e.g., surveillance and auditing, stock market analysis, health monitoring systems, insurance, banking and telecommunication, etc). Methods for finding such outliers in large datasets are drawing increasing attention [2, 3, 10, 15, 16, 18, 19, 20, 21, 26].

A. Outlier Definition

An Outlier is an observation that deviates so much from other observations as to arouse suspicion that it was generated by a different mechanism [11]. It is a data object that does not comply with the general behavior of the data, it can be considered as noise (One person's noise could be another person's signal) or exception, which is quite useful in rare events analysis [10]. Some of the very well known methods for outliers detection are statistical based (distribution based) [3, 11, 26], clustering [2, 9, 17], depth based [16], distance based [19], density based [7], and model based (Neural Networks) [12].

In section B, we shall discuss in details the distance-based method due to its relation to our approach.

B. Distance-Based Approach

There are two main methods that can be classified under distance-based approach.

1) K Nearest Neighbors (KNN)

Defining outliers by their distance to neighboring examples is a popular approach to finding unusual examples in a dataset. Recently, much work has been conducted with the goal of finding fast algorithms for this task [18, 20, 21].

A popular method of identifying outliers is by examining the distance to an example's nearest neighbors [1, 17, 18, 25] as shown in Figure 1. In this approach, one looks at the local neighborhood of points for an example typically defined by the K nearest examples (also known as neighbors). If the neighboring points are relatively close, then the example is considered normal; if the neighboring points are far away, then the example is considered unusual. The advantages of distance-based outliers are that, no explicit distribution needs to be defined to determine unusualness, and it can be applied to any feature space for which we can define a distance measure. Below are some of distance-based outlier definitions:
1. Outliers are the examples for which there are fewer than $p$ other examples within distance $d$ [17, 18].
2. Outliers are the top $n$ examples whose distance to the $K$ nearest neighbor is greatest [25].
3. Outliers are the top $n$ examples whose average distance to the $K$ nearest neighbors is greatest [8, 18].

There are several minor differences between these definitions as shown in Figure 2. The first definition does not provide a ranking and requires specifying a distance parameter $d$. Ramaswamy et al. [25] argue that this parameter could be difficult to determine and may involve trial and error to guess an appropriate value. The second definition only considers the distance to the $K^{th}$ neighbor and ignores information about closer points. Finally, the last definition accounts for the distance to each neighbor but it is slower to calculate than definition 1 or 2. However, all of these definitions are based on a nearest neighbors density estimate to determine the points in low probability regions which are considered outliers.

Researchers have tried a variety of approaches to find these outliers efficiently. The simplest are those using nested loops [17, 18, 25]. In the basic version, one compares each example with every other example to determine its $K$ nearest neighbors. Given the neighbors for each example in the dataset, simply select the top $n$ candidates according to the outlier definition.

This approach has quadratic complexity as we must make all pair wise distance computations between examples. Although distance is an effective non-parametric approach to detecting outliers, the drawback is the amount of computation time required. Straightforward algorithms, such as those based on nested loops, typically require $O(N^2)$ distance computations. This quadratic scaling means that it will be very difficult to mine outliers as we tackle increasingly larger datasets. This is a major problem for many real databases where there are often millions of records. To overcome this problem, some new approaches have been developed to enhance the complexity to become semi-linear [4].

2) Density Based

This was proposed by Breunig, et al. [7]. It relies on the Local Outlier Factor (LOF), which is the average of the ratios of the density of example $p$ and the density of its nearest neighbors. LOF depends on the local density of its neighborhood. The neighborhood is defined by the distance to the $MinPts-th$ nearest neighbor, where $MinPts$ is the minimum number of points of the nearest neighbors.

Figure 3 shows the concept of density based outliers and the difference between the nearest neighbors approach and the density based approach, where in the nearest neighbors (NN) approach, $p_2$ is not considered as outlier, while LOF approach find both $p_1$ and $p_2$ as outliers. In typical use, points with a high LOF are flagged as outliers. The process steps as following:

- Compute density of local neighborhood for each point.
- Compute LOF.
- Choose instances with larger LOF as outliers.

Density Based approach was proposed primarily to deal with the local density problems of the distance based method. However, selecting $MinPts$ is non-trivial. In order to detect outlying clusters, $MinPts$ has to be as large as the size of these clusters.

II. RESEARCH OBJECTIVES

From the previous discussion, we notice that all the mentioned approaches do not consider the class labels of the dataset, rather, they focus on the “observation that deviates so much from other observations as to arouse suspicion that it was generated by a different mechanism”. This means all the previous methods are devoted on the overall dataset without looking closely to each class label separately.

Obviously, in the $K$ Nearest Neighbor systems, it is expected that the instances in $KNN$ are to be identified in the same class label. However, this is not always true. It is reasonable to take those instances whose class label is different from that of the majority of the $KNN$ as a Class Outliers with consideration also to other factors. More details will be discussed later.

To show the significance of Class Outliers, let us notice the following examples. Consider the problem of finding a voter from democrat party that behaves or acts like republicans, in other words, what is the percentage of Democrats that act like (have similar ideas) Republicans and vice versa. Table 1 is the
outcome of our proposed approach applied on house-vote-84 dataset [5] (to be explained later) and stated here only to show the importance of the class outliers. Numbers 1-16 in table 1 indicate the issue numbers to be voted about. Inst. # in the table indicates the instance number in the dataset. The table shows that the class label of instance #407 is different from that of its neighbors although it is very similar to them. More information about the domain, dataset, and experimental details are presented in Implementation and Experimental Results section.

<table>
<thead>
<tr>
<th>Inst#</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>407</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>democrat</td>
<td></td>
</tr>
<tr>
<td>306</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>republican</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>83</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>republican</td>
<td></td>
</tr>
<tr>
<td>87</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>republican</td>
<td></td>
</tr>
<tr>
<td>303</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>republican</td>
<td></td>
</tr>
<tr>
<td>119</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>republican</td>
<td></td>
</tr>
<tr>
<td>339</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>y</td>
<td>y</td>
<td>y</td>
<td>n</td>
<td>n</td>
<td>republican</td>
<td></td>
</tr>
</tbody>
</table>

TABLE I
THE NEAREST NEIGHBORS OF INSTANCE #407 OF HOUSE-VOTE-84 DATASET

<table>
<thead>
<tr>
<th>Issue #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>Information Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.13</td>
<td>0</td>
<td>0.43</td>
<td>0.74</td>
<td>0.42</td>
<td>0.15</td>
<td>0.34</td>
<td>0.31</td>
<td>0.01</td>
<td>0.11</td>
<td>0.37</td>
<td>0.23</td>
<td>0.34</td>
<td>0.22</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4: Party Behavior of house-vote-84 dataset

To understand why the instance #407 (Democrat) is close to a set of Republican instances, an analysis has been performed on the whole dataset and found that the majority of democrats in issues 3, 4, 5, 8, and 12 are anti-republican, however, instance #407 in all previous issues voted pro-republican. Figure 4 depicts the party behavior in the issues 3, 4, 5, 8, and 12. For example, minority of Republicans vote “yes” for issue 3, although the majority of Democrats vote “yes”. Similarly it is the case for the same issue in voting “no” with majority of Republicans and minority of Democrats. Table 2 shows the information gain of house-vote-84 dataset’s features, the table clarify that features 4, 3, 5, 12, and 8 have the highest information gain respectively, and they are more important than other features for the class label.

In a medical/biological domains, consider the problem of finding the exceptional case (or cases) of a group of similar cases, where the class label is a medical diagnoses (like “absent” and “present” in heart-statlog dataset [5]). The question is why the class label of one of the KNN is “present” while the class label of its KNN is “absent”. Table 3 (Att.# in
the table means attribute #) shows a case where most of the inputs for instance #69 are mostly similar to its seven nearest neighbors but its class is different. Instance #69 is considered to be class outlier. Giving this table, we are not trying to give explanations on how this case medically happened, but it remains as an interesting question which has to be answered by doctors.

Class outliers have advantages and applications like data preprocessing and cleaning, credit card fraud detection, network intrusion detection, stock market analysis, health care and monitoring, ...etc., (in general problem of detecting rare events, deviant objects, and exceptions), furthermore, class outliers have very promising potential advantages, applications, and new future research directions.

To the best of our knowledge, the problem of “given a set of observations with class labels, find those that arouse suspicions, taking into account the class labels” has only been explicitly considered in [13, 14, 24]. The proposed methods are Semantic outlier [13], Cross-Outlier [24], Class Outlier [14]. It is obvious that other outliers detection methods can not detect such type of outlierness.

He, et al. [13] tried to find meaningful outliers that called Semantic Outlier Factor (SOF). The approach is based on applying a clustering algorithm on a dataset with a class label, it is expected that the instances in every output cluster are to be identified with the same class label. However, this is not always true. Figure 5 illustrates the concept of SOF for a dataset with two class labels x, and y. It is reasonable to take those instances whose class label is different from that of the majority of the cluster as semantic outlier. The Semantic outlier definition is a data point, which behaves differently with other data points in the same class, while looks normal with respect to data points in another class.

$SOF$ considers the following to rank an instance $T$:

- The probability of the class label of the instance $T$ which belongs to a certain cluster with respect to the class labels of the instances in the same cluster.
- The similarity between the instance $T$ and the instances in the same class.

Papadimitriou and Faloutsos [24] tried to solve the problem: Given two sets (or classes) of objects, find those which deviate with respect to the other set. Those points are called Cross-outlier, and the problem is identified by Cross-outlier detection. In this case we have a primary set $P$ in which we want to discover cross-outliers with respect to a reference set $R$ (detecting outlying observations: discover points $p \in P$ that “arouse suspicions” with respect to points $r \in R$). The proposed solution is to use a statistically intuitive criterion for outlier flagging (the local neighborhood size differ more than three standard deviation from the local
average), with no magic cut-offs. Papadimitriou and Faloutsos [24] considered that some single class approaches may be modified to deal with multiple classes, but the task is non-trivial. The general problem is open and provides promising future research directions. The authors generally considered the existing approaches for the single-set problem, are not immediately extensible to cross-outlier detection. Also several outlier definitions themselves cannot be extended.

Figure 6 depicts the concept of cross-outlier, the Figure shows the data objects are grouped in two regions, one group contains data objects belong to class \( x \) and \( y \), and the other group contains data objects belong to class \( y \). Based on the definition of Cross-Outlier, the two datasets (data objects with \( x \) class and data objects with \( y \) class) are correlated, this implies that the group which contains only data objects of class \( y \) suspicious. The perspective of [24] about class outliers is different from ours as we shall see.

He, et al. [14] tried to find a general framework to contributions presented in [24, 13] by proposing a practical solution and extending existing outlier detection algorithms. The generalization does not consider only outliers that deviate with respect to their own class, but also outliers that deviate with respect to other classes. In addition, potential applications of customer relationship management (CRM) are introduced.

In this research we propose a new method for mining class outliers based on distance-based approach and nearest neighbors by introducing the Concept of Class Outlier Factor (COF) which represents the degree of being a class outlier. Also we try to overcome some limitations of the related methods.

The main limitations of the previously proposed methods are that they do not handle numeric or mixed dataset. Moreover, in [13, 14], a clustering as a pre-process has to be performed. Surely, this would increase the computational complexity. In addition to that, the approach used in [13, 14] is based on the probability of the occurrence of the outlier within certain cluster to specify the rank of the outlier. This might produce the same rank for very far/close outliers in the cluster. In [13, 14], the proposed approach does not handle datasets with more than two classes, whereas, our proposed method takes care of this problem.

The main contributions of our research are the following:

- Proposing Distance-Based Class Outlier definition and introducing the Concept of COF.
- Proposing and implementing Class Outliers: Distance-Based (CODB) Algorithm for mining Class Outliers.
- Presenting experimental results of the CODB algorithm tested on various real world datasets.
- Performing a comparison study with results of other related methods presented in [13,14].

III. THE PROPOSED SCHEME

A. Definitions and terms

Before going into the details of the proposed approach, we shall give the following definitions.

1) Distance (Similarity) Function

Given a dataset \( D = \{t_1, t_2, t_3, ..., t_n\} \) of tuples where each tuple \( t_i = \langle t_{i1}, t_{i2}, t_{i3}, ..., t_{im}, C_i\rangle \) contains \( m \) attributes and the class label \( C_i \), the similarity function is based on the Euclidean Distance [10] between two data tuples, \( X = \langle x_1, x_2, x_3, ..., x_m\rangle \) and \( Y = \langle y_1, y_2, y_3, ..., y_m\rangle \) (excluding the class labels):

\[
d_1(X,Y) = \sqrt{\sum_{i=1}^{m} (x_i - y_i)^2}
\]  

(1)

And the similarity function is based on Manhattan distance:

\[
d_2(X,Y) = \sum_{i=1}^{m} |x_i - y_i|
\]  

(2)

For numeric attributes, similarity is determined by normalizing attribute values. An attribute is normalized by scaling its values so that they fall within a small specific range, such 0.0 to 1.0 [10]. Normalization is particularly useful for classification algorithms including neural networks, or distance measurements such as nearest neighbors systems, classification and clustering. Normalization speeds up the learning phase in training and prevents attributes with initially large ranges (e.g., income) from outweighing attributes with initially smaller ranges (e.g., binary attributes). There are many methods for data normalization: min-max normalization, z-score normalization, and normalization by decimal scaling [10].

Symbolic (nominal) features are more problematic as they do not fit in the Euclidean feature space model. To overcome this problem, similarity between symbolic features is determined by counting the matching features. This is a much weaker function as there may be several concepts based on entirely different features, all of which match the current example to the same degree. For domains containing a mixture of numeric and symbolic features the Euclidean distance function is adopted, with the distance between two symbolic values trivialized to zero if the features are the same, and one if they are not. This mismatch between Euclidean feature space and symbolic features means that, pure nearest neighbor systems usually perform better in numeric domains than in symbolic ones.

2) K Nearest Neighbors

For any positive integer \( K \), the \( K \)-Nearest Neighbors of a tuple \( t_i \) are the \( K \) closest tuples in the dataset, as shown in Figure 7.
3) **PCL**

The **PCL** of the instance T with respect to the class labels of its K Nearest Neighbors is defined as:

$$PCL(T, K) = \frac{\sum_{i=1}^{K} d(T, t_i)}{K}$$

For example, suppose we are working with 7 nearest neighbors of an instance T (including itself) on a dataset with two class labels x and y, where 5 of these neighbors have the class label x, and 2 have the class label y as shown in Figure 8. The instance T has the class label y, which means the PCL of the instance T (The probability of the class label y to the other class labels of the nearest neighbors) is 2/7.

4) **Deviation**

Given a subset DCL = \{t_1, t_2, t_3, ..., t_h\} of a dataset D = \{t_1, t_2, t_3, ..., t_n\}. Where h is the number of instances in DCL and n is the number of instances of D. Given the instance T, DCL contains all the instances that have the similar class label of that of the instance T.

The Deviation of T is how much the instance T deviates from DCL subset. The Deviation is computed by summing the distance between the instance T and every instance in DCL. Dev(T) is defined as:

$$Dev(T) = \sum_{i=1}^{h} d(T, t_i), \text{ Where } t_i \in DCL$$

5) **K-Distance (The Density Factor)**

The **K-Distance** of T is the Distance between the instance T and its K nearest neighbors, i.e. how much the K nearest neighbors instances are close to the instance T. KDist(T) is defined as:

$$KDist(T) = \sum_{i=1}^{K} d(T, t_i)$$

Figure 10 shows the KNN of the instance y (the bold y). In Figure 10.B the KNN of the instance bold y are much closer (higher density) to it than the KNN of the instance bold y in Figure 10.A. Although the PCL(T, K) for both instances in Figure 10.A and Figure 10.B are equal and is 2/7, the instance bold y in Figure 10.B is considered to be more class outlier than the instance bold y in Figure 10.A.

6) **Class Outlier**

Class Outliers are the top N instances which satisfy the...
following:

1. The K-Distance to its K nearest neighbors is the least.
2. Its Deviation is the greatest.
3. Has different class label form that of its K nearest neighbors.

7) Class Outlier Factor (COF)

The Class Outlier Factor of the instance T is the degree of being Class Outlier. The Class Outlier Factor of the instance T is defined as:

\[ \text{COF}(T) = K \times \text{PCL}(T, K) + \alpha \times \frac{1}{\text{Dev}(T)} + \beta \times \text{KDist}(T) \]  

(5)

Where \( \text{PCL}(T, K) \) is described in section III.A.3, \( \text{Dev}(T) \) and \( \text{KDist}(T) \) are described in formulas 3 and 4 respectively.

As shown above, we scaled \( \text{PCL}(T, K) \) from \([1/K, 1]\) to \([1, K]\) by multiplying it by \( \alpha \). \( \alpha \) and \( \beta \) factors are to control the importance and the effects of Deviation and K-Distance. The values of \( \alpha \) and \( \beta \) are \( 0 \leq \alpha \leq M \) and \( 0 \leq \beta \leq 1 \) respectively, where \( M \) is a changeable value based on the application domain and the initial experimental results. If the maximum Deviation of the instance in the initial experimental results is in hundreds, then the optimum value for \( \alpha \) is 100, and if the it is in tens, then the optimum value for \( \alpha \) is 10 and so on. The optimum value of \( \beta \) is 0.1 if the maximum K-Distance in the initial experimental results is in tens, and 0.01 if the maximum K-Distance in the initial experimental results is in hundreds, and so on. The main goal of scaling \( \text{PCL} \), \( \alpha \) and \( \beta \) factors is to obtain the COF value in the format X.YYYY where X reflects the scaled PCL and YYYY reflects the Deviation and KDist factors. We consider \( \text{PCL} \) as the most important factor to take a decision regarding the Class Outlierness. \( \alpha \) and \( \beta \) factors are considered to make a trade-off between the importance of Deviation and KDist. The proposed ranges for \( \alpha \) and \( \beta \) are chosen in a way to maintain the trade-off.

The optimal value of \( K \) is determined by trial and error technique. Of course, there are many factors affecting the optimal value, for example, dataset size and number of classes are very important factors that affect choosing the value of \( K \). Keeping a very high value of \( K \) would necessarily mean we are not sure in localized regions of the search space (e.g., instances from the other classes would enter the search space (KNN region)) and this might result in wrong estimation for PCL. On the other hand, keeping an extremely low value of \( K \) means KNN is not well utilized and will give wrong impression about the importance of PCL. Odd values of \( K \) would make more sense because we would like to have a clear bias value for the PCL.

B. The Proposed Algorithm (CODB)

In this section we present the proposed algorithm. We call our proposed algorithm "CLASS OUTLIERS: DISTANCE-BASED" (CODB Algorithm). Figure 11.A shows the pseudo code of CODB algorithm, Figure 11.B presents the Rank Procedure algorithm which is called by CODB, and Figure 12 depicts the CODB algorithm flowchart.

```
CODB Algorithm
Input:
\[ D = \{t_1, t_2, \ldots, t_n\} \] /*Dataset*/
n /*Dataset size*/
\( \alpha \) /*Alpha Factor*/
\( \beta \) /*Beta Factor*/
K /*Number of Nearest Neighbors*/
N /*Number of Top Class Outliers*/
Output:
Top N Class Outliers and their COF (Class Outlier Factor) value

Process:
list = new List(N); /*Initialize empty set (empty list) with size N*/
/*Process each instance in the dataset to rank it with COF, and keep only the top N Class Outliers in the list*/
for i = 1 to n |
    COF = Rank(Instance(i), K, \( \alpha \), \( \beta \)); // compute COF for the instance i
    if list.Size() < N then |
        list.Add(Instance(i)); // the add the instance i to the list
    else |
        /*Keep only top N Class Outliers (that have smaller COF value)*/
        if COF < list.GetMax() then |
            list.RemoveMax(); /*Remove instance with highest COF value*/
            list.Add(Instance(i)); /*Keep only top N Class Outliers (with smaller COF value)*/

Print(list); /*print out the top N class outliers list*/
```

```
Procedure: Rank(Instance(i), K, \( \alpha \), \( \beta \))
Input:
Instance(i) /*The instance i*/
K /*Number of Nearest Neighbors*/
\( \alpha \) /*Alpha Factor*/
\( \beta \) /*Beta Factor*/
Output:
COF /*Class Outlier Factor (Degree of Outlierness: Smaller \( \alpha \) and \( \beta \) reflects the similarity of the instance i to the other instances of its class)*/

Process:
/*Initialize PCL*/
PCL = 0;
/*Initialize Deviation*/
Deviation = 0;
/*Initialize KDist*/
KDist = 0;
/*compute the PCL value of the instance T*/
PCL = PCL(T, K);
/*compute the Deviation of the instance T*/
Deviation = Deviation(T);
/*compute the KDist value of the instance T*/
KDist = KDist(T);
/*compute the COF value of the instance T*/
COF = \( K \times PCL + (\alpha / \text{Deviation}) + (\beta \times KDist) \)
return COF
```

Fig. 11: A.: The CODB Algorithm. B.: The Rank Procedure Algorithm
/* Initialize empty set (empty list) with size N */
list = new List(N);
COF = 0; /* Initialize Class Outlier Factor */
i = 0; /* Initialize the counter i */

D = \{t_1, t_2, t_3, \ldots, t_n\} /* dataset */
\(n\) /* Dataset size */
a /* Alpha Factor */
\(\beta\) /* Beta Factor */
K /* Number of Nearest Neighbors*/
N /* Number of Top N Class Outliers*/

\(i < n\) /* Compute the COF for the instance i */
COF = Rank(Instance(i), K, a, \(\beta\));

\(\text{list.size()} < N\) /* Remove the instance with the highest COF value */
list.RemoveMax(); /* Keep only top N Class outliers (those with smaller COF value) */
list.Add(instance(i));

\(COF < \text{list.GetMax()}\) /* print the top N Class outliers list */
Print(list);

End

Fig. 12: The CODB algorithm flowchart
The main concept of CODB is to rank each instance in the dataset D. This is done by calling the Rank procedure after providing the CODB with all the necessary data such as the value of α, β and K. The Rank finds out the rank of each instance using the formula 5 and gives back the rank to CODB. The CODB maintains a list of only the instances of the top N class outliers. The less is the value of COF of an instance, the higher is the priority of the instance to be a class outlier.

IV. IMPLEMENTATION AND EXPERIMENTAL RESULTS

The CODB algorithm has been applied on five different real world datasets. All the datasets are publicly available at the UCI machine learning repository [5]. The datasets are chosen from various domains that might have single or mixed data types and with two or more class labels. This variation is being tested on our proposed algorithm to show its capabilities.

WEKA framework [28] has been used to apply certain functions related to our proposed algorithm. Other functions have been developed and implemented using Java.

Throughout the experiments, missing values in the datasets can be either handled by instance removal of the corresponding missing values, or the values are replaced by the mean in case of continues attributes and the mode in case of nominal attributes.

The datasets that have been tested by CODB are listed below:

- House-vote-84 dataset: Nominal, 2 class labels.
- Vehicle dataset: Continues, 4 class labels.
- Hepatitis dataset: Mixed, 2 class labels.
- Heart-statlog dataset: Mixed, 2 class labels.
- Credit approval (credit-a) dataset: good mix of attributes (continuous, nominal with small numbers of values, and nominal with larger numbers of values), 2 class labels.

Only two experiments of the five experiments are presented in details, where the other three experiments are presented in brief.

A. Experiment 1 (house-vote-84 dataset)

The dataset of house-vote-84 [5] (1984 United States Congressional Voting Records Database) includes votes for each of the U.S. House of Representatives Congressmen on the 16 key votes. There are 16 attributes + class name = 17 attributes, all boolean valued with Yes (denoted as “y”) and No (denoted as “n”), there are 435 instances belonging to two classes, i.e. democrats or republicans. The class distribution is 267 democrats, 168 republicans (61.38% Democrats, 38.62% Republicans). Missing attribute values are denoted by “?”. COF reflects the reality that our main factor is the value of COF.

The following inputs are provided to the implemented algorithm:

\[ K = 7, \ Top \ N \ COF = 20, \ \alpha = 100, \ \beta = 0.1, \ Remove \ Instance \ with \ Missing \ Values: \ false, \ Distance \ type: \ Euclidean \ Distance, \ Replace \ Missing \ Values: \ false. \]

Table 4 shows the top 20 class outliers whereas table 5 shows the distance of rank 1, 2, and 11 class outliers from their K nearest neighbors (7 nearest neighbors). Table 4 shows that instance #407 is at the top where its PCL is 1/7 and its COF is the least (i.e., 1.71158). Comparing instance #407 with instance #375 (rank 2), we notice that the Deviation of instance #407 is more than the Deviation of instance #375, but the KDist of instance #407 is less than that of instance #375. This indicates that instance #407 deviates from its class in a very dense area of other class. As we go down along with the table, we notice that the value of PCL is increasing, which reflects the reality that our main factor is the PCL. The distinguishing between any instances with the same PCL value, is the values of Deviation and KDist.

Table 5 shows how much close the voting of the instance #407 (rank 1) to its neighbors. Similarly, it shows how much close the voting of instance #375 (rank 2) to its neighbors. It is also clear from the table that the votes of instance #176 are...
becoming more different from the votes of its democrats neighbors. This made instance #176 in the rank 11.

Table 6 shows the top 10 class outliers whereas table 7 shows the distance of rank 1, 3, and 5 class outlier instances from its K nearest neighbors (9 NN). Referring to table 6 and 7, consider the instance #349 (rank 1, class: opel) which is chosen at the top despite that there is more than only one class labels of its surrounding. It is to be noticed that the PCL of its surrounding is 2/9 (saab) and 6/9 (van). Comparing this case with instance #599 (rank 3), where there is only one class of its surrounding, (i.e., the PCL of its surrounding is 8/9 (van)).

The justification can be extracted from table 6, where the Deviation is 289.25 and 263.36 for the instances #349 and #599 respectively.

We performed more investigations about the instance #349’s neighbors, especially the surrounding instances that have second minority PCL, which is 2/9 (saab) and 6/9 (van). Comparing this case with instance #599 (rank 3), where there is only one class of its surrounding, (i.e., the PCL of its surrounding is 8/9 (van)).

The justification can be extracted from table 6, where the Deviation is 289.25 and 263.36 for the instances #349 and #599 respectively.

We performed more investigations about the instance #349’s neighbors, especially the surrounding instances that have second minority PCL, which is 2/9 (saab) and 6/9 (van). Comparing this case with instance #599 (rank 3), where there is only one class of its surrounding, (i.e., the PCL of its surrounding is 8/9 (van)).

The justification can be extracted from table 6, where the Deviation is 289.25 and 263.36 for the instances #349 and #599 respectively.

We performed more investigations about the instance #349’s neighbors, especially the surrounding instances that have second minority PCL, which is 2/9 (saab) and 6/9 (van). Comparing this case with instance #599 (rank 3), where there is only one class of its surrounding, (i.e., the PCL of its surrounding is 8/9 (van)).

The justification can be extracted from table 6, where the Deviation is 289.25 and 263.36 for the instances #349 and #599 respectively.

We performed more investigations about the instance #349’s neighbors, especially the surrounding instances that have second minority PCL, which is 2/9 (saab) and 6/9 (van). Comparing this case with instance #599 (rank 3), where there is only one class of its surrounding, (i.e., the PCL of its surrounding is 8/9 (van)).

The justification can be extracted from table 6, where the Deviation is 289.25 and 263.36 for the instances #349 and #599 respectively.

We performed more investigations about the instance #349’s neighbors, especially the surrounding instances that have second minority PCL, which is 2/9 (saab) and 6/9 (van). Comparing this case with instance #599 (rank 3), where there is only one class of its surrounding, (i.e., the PCL of its surrounding is 8/9 (van)).

The justification can be extracted from table 6, where the Deviation is 289.25 and 263.36 for the instances #349 and #599 respectively.

We performed more investigations about the instance #349’s neighbors, especially the surrounding instances that have second minority PCL, which is 2/9 (saab) and 6/9 (van). Comparing this case with instance #599 (rank 3), where there is only one class of its surrounding, (i.e., the PCL of its surrounding is 8/9 (van)).

The justification can be extracted from table 6, where the Deviation is 289.25 and 263.36 for the instances #349 and #599 respectively.

We performed more investigations about the instance #349’s neighbors, especially the surrounding instances that have second minority PCL, which is 2/9 (saab) and 6/9 (van). Comparing this case with instance #599 (rank 3), where there is only one class of its surrounding, (i.e., the PCL of its surrounding is 8/9 (van)).

The justification can be extracted from table 6, where the Deviation is 289.25 and 263.36 for the instances #349 and #599 respectively.

We performed more investigations about the instance #349’s neighbors, especially the surrounding instances that have second minority PCL, which is 2/9 (saab) and 6/9 (van). Comparing this case with instance #599 (rank 3), where there is only one class of its surrounding, (i.e., the PCL of its surrounding is 8/9 (van)).

The justification can be extracted from table 6, where the Deviation is 289.25 and 263.36 for the instances #349 and #599 respectively.
D. Experiment IV (heart-statlog)

The dataset of heart-statlog [5] contains 270 instances belonging to two classes, i.e. absent or present for heart disease, described by 14 attributes (including the class label attribute) among which 13 attributes are continuous. The class distribution is 150 absent, 120 present (55.56% absent, 44.44% present). There are no missing values in the dataset. Table 9 shows the top 10 class outliers. The following inputs are provided to the implemented algorithm:

\[ K = 7, \ Top N \ COF = 10, \ \alpha = 0.1, \ \beta = 0.1, \ Remove \ Instance \ with \ Missing \ Values: \ false, \ Distance \ type: \ Euclidean \ Distance, \ Replace \ Missing \ Values: \ false. \]

\[ \text{COF} = 1.96694, \ \text{COF} = 3.12085, \ \text{COF} = 3.75509. \]

E. Experiment V (credits approval)

The dataset of credit approval (credit-a) [5] contains 690 instances belonging to two classes, i.e. “+” or “-” for credit approval, described by 16 attributes (including the class label attribute) among which 6 attributes are continuous and the remaining 10 attributes are categorical. The class distribution is 307 “+”, 383 “-” (44.49% “+”, 55.51% “-”). All attribute

\[ \text{COF} = 1.94329, \ \text{COF} = 2.37391, \ \text{COF} = 2.73911. \]
names and values have been changed to meaningless symbols to protect confidentiality of the data.

This dataset is interesting because there is a good mix of attributes: continuous, nominal with small numbers of values, and nominal with larger numbers of values. There are also few missing values. Table 10 shows the top 10 class outliers. The following inputs are provided to the implemented algorithm:

\[ K = 7, \text{Top } N \text{ COF} = 100, \alpha = 10, \beta = 0.1, \text{Remove Instance with Missing Values: false, Distance type: Euclidean Distance, Replace Missing Values: false.} \]

<table>
<thead>
<tr>
<th>#</th>
<th>Inst. #</th>
<th>PCL</th>
<th>Dev</th>
<th>KDist</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>115</td>
<td>1</td>
<td>833.32</td>
<td>.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>COF: 1.2047</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>523</td>
<td>1</td>
<td>837.58</td>
<td>1.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>COF: 1.23097</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>110</td>
<td>1</td>
<td>806.66</td>
<td>1.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>COF: 1.28872</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>99</td>
<td>1</td>
<td>841.87</td>
<td>2.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>COF: 1.34454</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>320</td>
<td>1</td>
<td>841.87</td>
<td>2.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>COF: 1.34454</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table X**

<table>
<thead>
<tr>
<th>#</th>
<th>Inst. #</th>
<th>PCL</th>
<th>Dev</th>
<th>KDist</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>176</td>
<td>0.3036</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>71</td>
<td>0.3394</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>355</td>
<td>0.3645</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>267</td>
<td>0.3659</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>183</td>
<td>0.8726</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>97</td>
<td>0.9892</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>88</td>
<td>1.0724</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>402</td>
<td>1.1690</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>407</td>
<td>1.3309</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>248</td>
<td>1.3487</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table XI**

V. COMPARISON STUDY

In this section, we perform a comparative study with He’s method [13, 14]. In the following, we shall try to abstract the main difference between SOF formula and our proposed COF formula.

Figure 13 illustrates the difference between the ranking criteria of our proposed approach and semantic outlier (COF vs. SOF). Suppose the size of both the clusters A and B is 100, and the probability of the class \( x \) with respect to the cluster is 3/100 for both the cases A and B. In SOF approach \( x_1 \) in both the cases A and B has the same rank, but using COF, the rank is different because PCL of \( x_1 \) is 3/7 for the case A, and 1/7 for the case B (assuming \( K = 7 \)).

We shall compare the results obtained by using SOF and COF applied on house-vote-84 dataset. The house-vote-84 dataset is being chosen for comparison because it is the only available dataset tried by SOF approach. The experimental results obtained by using SOF on the house-vote-84 dataset are shown in table 11. Comparing our results obtained in table 4 using our approach with table 11, we notice that the instance #176 in house-vote-84 dataset is the top (rank 1) outlier using SOF (table 11) whereas using the COF the rank for the same instance is 11 (table 4). It is to be noticed that the PCL of the instance is 2/7 which indicate that there is another instance of the same class within the seven nearest neighbors. This case is considered a similar case to that which described in Figure 14.

Instance #407 is ranked first using COF while it has the rank 9 using SOF. From our observation, instance #407 is alone of its class type among seven nearest neighbors. Moreover, its Deviation is the greatest, which implies sort of uniqueness of the instance (object) behavior. The K-Distance of the instance is very small (high density of other class type). In SOF ranking 9 of the instance #407 indicates the disability of recognizing such important cases.

A sample of instances that are listed in our approach’s rank (table 4) and not listed in SOF’s rank (table 11) are instances #161 (PCL = 1/7, Deviation = 8.193, KDist = 8.49, COF = 1.97) and #77 (PCL = 1/7, Deviation = 7.9964, KDist = 10.39, COF = 2.16). Instances #161, and #77 which have rank 4 and 7 respectively using COF. But as we stated above, instance #161 and #77 are not listed in top 20 using SOF which means SOF could not detect such cases even in a later order.

Instance #183 (PCL = 5/7, Deviation = 1009.86, KDist = 14.56, COF = 6.55) is ranked 5 using SOF and not listed in
top 20 using COF. The PCL is 5/7 which means that there are similar cases to this case surrounding it. The Deviation is considered very high and this is expected because most of his votes about the issues are “noVote”. Instance $97 (PCL = 5/7, Deviation = 766.9, KDist = 11.15, COF = 6.24)$ is ranked 6 using SOF and not list in top 20 using COF. The PCL is 5/7 which means that there are similar cases to this case surrounding it.

We believe that ranking instances using COF which use KNN approach, gives more reasonable results.

VI. CONCLUSION

We have presented a novel approach for Class Outliers Mining based on the $K$ nearest neighbors using distance-based similarity function to determine the nearest neighbors. We introduced a motivation about Class Outliers and their significance as exceptional cases. We proposed a novel definition for Class Outlier and a ranking score that is Class Outlier Factor (COF) to measure the degree of being a Class Outlier for an object. The main key factors of computing COF are the probability of the instance’s class among its neighbors’s classes, the deviation of the instance from the instances of the same class, and the distance between the instance and its $k$ neighbors.

Beyond the problem definition and motivation, we proposed new algorithm for mining and detecting Class Outliers. An implementation has been developed with the help of Weka framework [28] in certain functions, other functions have been implemented using Java. The algorithm implementation software has been tested with various real domain datasets (medical, business, and other domains), and for different dataset types (continuous, nominal with small numbers of values, nominal with larger numbers of values, and mixed). The experimental results were very interesting and reasonable. Furthermore, a comparison study has been performed with related methods.

In our proposed algorithm, we assume that all the features (attributes) are equally important for computing COF, it is well known that some features may be more important than others for class label. Referring to Figure 4 and tables 2, features {4, 3, 5, 12, 8} are more important than the other features. In the future work, we shall develop a weighted distance similarity function, where feature weight determination might be based on the information gain. Furthermore, we shall propose a Class Outlier Detection Model. In addition, the output of this work could be very useful to find out a scheme to induce Censored Productions Rules (CPRs) [23] from large datasets.
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