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Abstract—Red blood cells (RBC) are the most common types of blood cells and are the most intensively studied in cell biology. The lack of RBCs is a condition in which the amount of hemoglobin level is lower than normal and is referred to as “anemia”. Abnormalities in RBCs will affect the exchange of oxygen. This paper presents a comparative study for various techniques for classifying the RBCs as normal or abnormal (anemic) using WEKA. WEKA is an open source consists of different machine learning algorithms for data mining applications. The algorithms tested are Radial Basis Function neural network, Support vector machine, and K-Nearest Neighbors algorithm. Two sets of combined features were utilized for classification of blood cells images. The first set, exclusively consist of geometrical features, was used to identify whether the tested blood cell has a spherical shape or non-spherical cells. While the second set, consist mainly of textural features was used to recognize the types of the spherical cells. We have provided an evaluation based on applying these classification methods to our RBCs image dataset which were obtained from Serdang Hospital - Malaysia, and measuring the accuracy of test results. The best achieved classification rates are 97%, 98%, and 79% for Support vector machines, Radial Basis Function neural network, and K-Nearest Neighbors algorithm respectively.
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I. INTRODUCTION

Red blood cells come in a variety of shapes, textures, and color depending on the types of blood disease suffered by the patient. The lack of RBCs or a condition in which the amount of hemoglobin is lower than the normal levels is defined as ‘Anemia’ [1]. Anemia is a common disease worldwide. WHO reports state that 66% to 80% of the world’s population is suffering from anemia [2]. In Malaysia, 35% of Indian and Malay communities are afflicted with anemia [3]. In general, anemia has three main causes [4]: extreme blood loss; extreme blood cell damage, and lack of RBC production.

Two general methods can be used to identify the types of anemia [5]: kinetic and morphological.

All blood diseases have certain effects on the shape and size of hemoglobin in RBCs [4]. Abnormalities in RBCs will affect the exchange of oxygen. Therefore, anemic RBCs can be classified based on RBCs shape abnormalities [6], [7].

Most common methods which are used for examining blood smears morphologically are expensive and be influenced the expert’s expertise. For improving detection rate and increasing its accuracy, an automated algorithm for classifying the RBCs as normal or abnormal (anemic) using WEKA has been proposed.

Several attempts have been made to analysis RBCs using methods based on different machine learning algorithms. Commercially, many products (such as Cella Vision AB) have been used to count RBCs [8]. Machine Learning algorithms are used to allow computers to execute intelligent task based on databases. One of the most popular uses of machine learning in medical image analysis is classification.

Numerous WEKA applications are currently used to classify different microscopic images. WEKA is a collection of machine learning algorithms that can be used for classification and clustering. In [9] a data mining techniques was implemented with WEKA to process a medical dataset and identify the relevance of liver disorder. Four different classification methods including decision tree, Bayesian algorithms (Naive Bayes and Bayesian Networks), Neural Network classification and Rough Sets methods were used. However, the evaluation results show that using Neural Networks was the best result among the other methods.

In [10] five testing classifiers was applied using WEKA to test a set of breast cancer data. The best algorithm with an accuracy of 89.71% was Bayes network classifier compared to others.

In [11], WEKA application was used for image classification of blast cell in Leukaemia Acute Promyelocytic Leukaemia. The classification of testing images using WEKA showed that Multilayer Perceptron has 97.22% classification rate for image data collected from a Haematology unit.

This paper proposes an automated algorithm for classifying the red blood cells as normal or abnormal (anemic) using WEKA. Total of 1000 RBCs images are processed. Geometrical and textural features are extracted for training and testing the RBFNN, SVM, and K-NN classifiers.

The paper is organized as follows: Section II describes the proposed algorithm. Sections III and IV include results and conclusions respectively.
II. PROPOSED ALGORITHM

A. Capturing of Digital Image

Peripheral blood smear slides of related anemic cases were obtained from the Hematology unit of the Pathology Department, Faculty of Medicine, Serdang Hospital from March 2012 to August 2012. All peripheral blood slides related to hematological cases were stained with May–Grünwald–Giemsa stains.

Olympus BX43 photo imaging was used convert the blood smear into a digital image through an image acquisition process. The obtained images were manually classified into normal and abnormal (Anemic) RBCs based on the average size and shape of RBCs (Fig. 1). Median filter was used to smoothen the images, and the k-means clustering algorithm was used to minimize the color variability of both the background and the cell pixels. Such variability was one of the problems we encountered during this work. To address this issue, we used the k-means clustering algorithm to distribute the pixel’s color around two dominant colors (centroids) [12]. The images were collected (Fig. 2 (a)) and then converted to greyscale (Fig. 2 (b)). Subsequently, the binary image was obtained by using Otsu’s adaptive threshold algorithm (Fig. 2 (c)). In the binary image, foreground and background image pixels were separated [13].

B. Cell Segmentation

The goal of the cell segmentation stage is to separate each RBC from the other cells in the image for further analysis (Fig. 2 (d)). In this stage, a cell in an image can be separated from the other cells with appropriate contrast from the background, and the cell’s pixels are collected as one group.

Each extracted cell was cropped in four element positions using the crop rectangle, which specifies the size and position of the cropped image before the image is stored (Fig. 2 (e)).

![Sample of RBCs images (a) normal (b) abnormal (Anemic)](image1)

![Olympus BX43 photo imaging](image2)
The extracted features can be classified into two main types: The first set, exclusively consist of geometrical features, was used to identify whether the tested blood cell has a spherical shape or non-spherical cells. While the second set, consist mainly of textural features was used to recognize the types of the spherical cells. The geometrical features are the set of parameters corresponds to the boundary based and region based. Boundary based uses only the border of the RBC shape. Fourier Descriptors (FD) is most widely used in boundary based method. Texture represents the distribution of gray levels of a RBC images. The most statistical parameters representing image texture used in the literatures are: contract, variance, and moment. A total of 62 features including: one Aspect ratio; 16 Fourier Descriptors; 10 Contrast; 20 Variance, and 15 moment, as shown in Table I.

<table>
<thead>
<tr>
<th>Geometrical features</th>
<th>Aspect ratio</th>
<th>Fourier Descriptor</th>
<th>Contrast</th>
<th>Texture features</th>
<th>Variance</th>
<th>Moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBFNN</td>
<td>1</td>
<td>16</td>
<td>10</td>
<td></td>
<td>20</td>
<td>15</td>
</tr>
</tbody>
</table>

D. Classification

The WEKA platform was used to implement our proposed algorithm [14]. WEKA is a free software tool that contains several machine learning algorithms for solving real-world problems. Three different machine learning algorithms, namely, RBFNN, SVM, and K-NN, were applied.

1. Radial Basis Function

RBFNNs are a supervised feed-forward network with one hidden layer. RBFNN has many advantages, such as rapid training procedures and improved approximation capabilities. The RBFNN structure comprised three layers, input, hidden, and output. Source nodes were connected to the input layer, whereas the hidden layer served as a process unit for RBFNN. The weighted sum with a linear output was calculated in the output layer.

The most important task in the first stage was the selection of hidden node number. The approximation process was reduced in the presence of a small hidden node number. RBFNN has a rapid training algorithm and requires fewer training samples than other types of neural networks [10].

2. SVM Classifier

SVM is a powerful machine learning algorithm and a suitable classifier for different real-life applications including image segmentation and classification object recognition, image fusion, stereo correspondence and biomedicine. The SVM learning algorithm can enlarge the separation space between two classes to minimize the global error function [15].

3. K-Nearest-Neighbors (K-NN) Classifier

K-NN is considered as statistical learning algorithm that uses a distance to determine the nearest neighbour [16]. All training instance is considered as a point in n-dimensional space, where n is the number of features vector. When a test is presented, the Euclidean distance from the point represented by the test instance to each training instance is calculated. With the increasing the dimensionality of the noisy, the classification performance of KNN-distance functions is often degraded.

III. RESULTS AND DISCUSSION

The simulations were realized by using the WEKA. Three different machine learning algorithms, namely, RBFNN, SVM, and K-NN classifiers, were applied. To evaluate the proposed algorithm, experiments were conducted on 1000 images from our image dataset. Images collected from 200 hematology slides for different types of anemic RBCs.

All image features were verified by the faculty of medicine, SEGi University, Malaysia. The performance of the RBC classifiers was evaluated by computing the true positive (TP), true negative (TN), false positive (FP), and false negative (FN) for all tested images.

The following metrics are used to estimate the performance of the two classifiers [17]:

- Precision is the percentage of RBC images that are classified as relevant.
- Recall (or sensitivity) is the percentage of relevant RBC images that are labeled “relevant” by the classifier.
- Out of 5000 images, 1000 were classified into two classes (normal and abnormal RBCs). All features extracted for RBC images were of 62 × 1000.

Based on Table II, we can clearly see that three classifiers showed good results, but RBFNN showed better classification rates than SVM, and K-NN classifiers. The high accuracy can be attributed to the selection of the best combination of RBC image features. An average of 970 instances out of total 1000 instances is found to be correctly classified with mean absolute error of 0.1878. Kappa statistic is used to assess the accuracy of any particular measuring cases, it is usual to differentiate between the reliability of all image features and
their validity. Based on the Kappa statistic standards, the accuracy of RBFNN, SVM, and K-NN classifiers are significant for anemic RBCs images [18]. However, using image processing and learning machine algorithms for RBCs images not only helped to decrease the cost for a clinical decision; it also enhanced the classification results.

IV. CONCLUSION AND FUTURE WORK

In this paper, three classification methods including RBFNN, SVM, and K-NN are applied for classifying the RBCs as normal or abnormal (anemic) using WEKA. The algorithm involved the following stages: Capturing of digital image, Cells segmentation, Feature extraction, and Classification using WEKA. Compared to SVM, and K-NN classifiers, RBFNN gave higher classification results. Between the machine learning algorithms tested, RBFNN classifier can potentially and significantly improve the conventional classification methods for anemic RBCs in microscopic images. From the viewpoint of an end-user, the results of this work can facilitate laboratory work by reducing the time and cost. The future work will focus on developing a machine learning approach to classify different types of anemic RBCs in microscopic images.
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