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Abstract—As enterprise computing becomes more and more complex, the costs and technical challenges of IT system maintenance and support are increasing rapidly. One popular approach to managing IT system maintenance is to prepare and use a FAQ (Frequently Asked Questions) system to manage and reuse systems knowledge. Such a FAQ system can help reduce the resolution time for each service incident ticket. However, there is a major problem where over time the knowledge in such FAQs tends to become outdated. Much of the knowledge captured in the FAQ requires periodic updates in response to new insights or new trends in the problems addressed in order to maintain its usefulness for problem resolution. These updates require a systematic approach to define the exact portion of the FAQ and its content. Therefore, we are working on a novel method to hierarchically structure the FAQ and automate the updates of its structure and content. We use structured information and the unstructured text information with the timelines of the information in the service incident tickets. We cluster the tickets by structured category information, by keywords, and by keyword modifiers for the unstructured text information. We also calculate an urgency score based on trends, resolution times, and priorities. We carefully studied the tickets of one of our projects over a 2.5-year time period. After the first 6 months we started to create FAQs and confirmed they improved the resolution times. We continued observing over the next 2 years to assess the ongoing effectiveness of our method for the automatic FAQ updates. We improved the ratio of tickets covered by the FAQ from 32.3% to 68.9% during this time. Also, the average time reduction of ticket resolution was between 31.6% and 43.9%. Subjective analysis showed more than 75% reported that the FAQ system was useful in reducing ticket resolution times.
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I. INTRODUCTION

The costs of IT system maintenance (for both software and hardware) pose significant problems for enterprises as systems grow in size and complexity [1]. Often large numbers of employees must be assigned globally [2] to the support and maintenance teams [3].

Each service incident is typically managed and controlled by a set of "tickets". Typical tickets include RFI (Request for Information) tickets when end users request answers to questions and RFC (Request for Change) tickets when end users request changes in the target system. Many details are defined in the ITIL (Information Technology Infrastructure Library) [4].

The importance of knowledge management is widely acknowledged [5], so to reduce costs [6] we decided to consider the use of a knowledge management approach for FAQs to help ticket-resolution practitioners share their knowledge with each other.

A. Typical Use-Case

Fig. 1 shows a very simplified example of how a ticket is handled. Initially, the ticketing system issues a new ticket for each service incident. Based on its category, the ticket is assigned to an available ticket-resolution practitioner. The practitioner will attempt to refer to the FAQ database to support the resolution process. If the FAQ doesn’t help resolve the problem, then the practitioner will remediate the issue by diagnosing the details and eventually resolve the ticket. The solution is then provided to the end user. Periodically (in a manual system), practitioners may identify a recurring problem that required a longtime to resolve, (i.e. due to its complexity) and update the FAQs in the database.

B. Definition of Tickets

Service incident tickets (tickets) usually include many types of structured information and some unstructured text data. The structured information is basically predefined values for specific types of data. The unstructured text data is free-format written text describing the incident in greater detail. Though there are no firm standards for this, we have identified some...
typical patterns. A simplified but typical pattern appears in Table I.

<table>
<thead>
<tr>
<th>Name</th>
<th>Mandatory?</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>Yes</td>
<td>Unique identifier to distinguish each ticket</td>
</tr>
<tr>
<td>Title</td>
<td>Yes</td>
<td>Short description of the ticket</td>
</tr>
<tr>
<td>Resolution</td>
<td>Yes</td>
<td>The actual working time spent for resolution of the ticket</td>
</tr>
<tr>
<td>Time</td>
<td>Yes</td>
<td>The category of the ticket. The granularity and the definitions differ among ticket domains.</td>
</tr>
<tr>
<td>Category</td>
<td>Yes</td>
<td>If the domains are broad, sub-categories may be defined.</td>
</tr>
<tr>
<td>Sub-Category</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Priority</td>
<td>Yes</td>
<td>Ticket handling is prioritized.</td>
</tr>
<tr>
<td>Description</td>
<td>Yes</td>
<td>The initial source of the description is the end user, but the practitioner adds key details.</td>
</tr>
<tr>
<td>Opened time</td>
<td>No</td>
<td>When the incident was reported.</td>
</tr>
<tr>
<td>Closed time</td>
<td>No</td>
<td>When the incident was fully resolved.</td>
</tr>
<tr>
<td>Root Cause</td>
<td>No</td>
<td>Root cause identification is extremely useful for later analysis.</td>
</tr>
</tbody>
</table>

“Resolution time” is not merely the elapsed time between the “Opened time” and “Closed time”, but should represent the actual working time spent in resolving the ticket [7]. For example, practitioners often need to ask for more details from the end user and the time spent waiting for the responses should not be included. Also, it does not include the time the ticket is queued (waiting to be processed), either because no practitioner is available or because it has been assigned to a specific practitioner who is working on other tasks. Lastly it does not include non-working hours. The time recording is mostly automated but there is still some manual recording. This may appear to be a burden for the practitioners work, the “Resolution time” for each ticket is quite important for various kinds of ticket analyses.

Some of the ticket analysis outputs include resource optimization for the practitioners and ticket trend predictions. However, in the work reported here, we are focusing on the long-term relationships between the resolution times of the tickets and the evolving conditions of the FAQ (Frequently Asked Question) database.

C. Problem to Solve

We have previously shown that preparing a FAQ can help reduce the ticket resolution time [8]. But when we proposed our technology for use in real projects, the practitioners expressed some serious concerns. The primary concern was that the domain knowledge evolves over time. Any FAQ can soon become obsolete, and as the FAQ coverage becomes low the FAQ may increase resolution times, resulting in more dissatisfied practitioners and customers.

To address these concerns we carefully studied past tickets to develop a novel method of automatically updating the FAQ database from the ticket information.

Here are the FAQ metrics we defined for our method:

1) Knowledge Coverage

How does the ticket coverage of the FAQ decline without periodic updates? Can our continuous update method prevent or reverse the decline and keep the ticket coverage at a high level?

2) Resolution Time Improvement

Our earlier work showed how ticket resolution times are improved by preparing a FAQ. Can we further improve the ticket resolution time?

3) Subjective Evaluation

The practitioners tend to benefit from the FAQ in resolving tickets when the FAQ is fresh. However, over time the FAQ data tends to grow, which can make it more difficult to use the FAQ effectively. The user interface of the FAQ system is not the primary focus of our current work, but it is important to collect subjective impressions about the utility and applicability of the FAQ system. As a metric, we can ask about the long-term subjective satisfaction levels of the practitioners.

This paper is structured as follows. In Section II we introduce our methods for designing the FAQ data structure and explain the FAQ system user interface, our ticket clustering techniques, and the FAQ matching. Section III shows the results of our techniques in a long term project. Section IV covers related work. The final Section V gives our conclusions and discusses future work.

II. METHODS

A. Dialog Based FAQ System

The concepts of our FAQ data structure are shown in Fig. 2. The characteristics of this design are:

1) Hierarchical Structure

The FAQ is structured in hierarchical layers, with the information going down from a general layer to more detailed information.

2) Dialog-based interaction

The basic user interface format is a “dialog-based” interaction where it is possible to navigate the focus through the nodes. The user of this system is prompted to make selections from each node’s links. Each selection moves the current focus to a new node.

3) Directed Acyclic Graph

Technically, this is a “directed acyclic graph”, where the graph nodes are connected with directed links and cycles are not permitted (to prevent infinite loops).

4) Start Node and Answer Node

The FAQ is entered via the start node and the final node will be an answer (from the FAQ).

5) Ticket-Aligned Category and Sub-category Nodes

The Category and Sub-category nodes depend on the ticket domains, so they are not universally pre-defined. The current definitions and links are stored in the ticket system configuration. The FAQ categories and sub-categories should be an exact match to the categories and sub-categories of the tickets for each target domain, but in practice this is often difficult to achieve.
6) Keyword Nodes

Each keyword node defines a characteristic word (usually a noun) that links to a FAQ topic. They may be technical proper nouns such as “Internet Explorer” or “Open Office”, or just basic terms such as “stock” or “error”.

7) Node Merging

The nodes can merge from multiple links of nodes.

So when there is no exact match in any of the candidates, they system would automatically identify the best alternative node. In order to perform this identification, the system would utilize information available on the internet and examine the feature, name and release timing information. And then navigate the user to that node.

5) Rich Editor User Interface

The usability of the FAQ editor is very important. Users must be able to make changes easily, for example changing the nodes or links in the FAQ. We devised a feature-rich and intuitive editor user interface that uses intuitive mouse operations such as drag and drop and left and right clicks [9].

6) Complete Logs

The navigation paths for each user are stored in a database. The system uses this database to allow the user to resume suspended navigation. Users can refer to previous paths and start navigation from any previously visited node, which is often faster than starting at the start node.

7) Ticket Number and FAQ Relationships

When an FAQ node resolves a ticket, the ticket number is recorded in the FAQ. This data helps determine the ticket coverage ratio of the FAQ and of each node. This will be discussed in later sections.

B. Initial Ticket Clustering

The basic source of FAQ knowledge is the experience of resolving tickets. If the number of tickets is too small, the ROI of FAQ creation may be too low. FAQs are typically only after some number of resolved tickets can be referenced to create the initial set of FAQ database.

Our method of creating the initial FAQ from the set of initial tickets uses categorization, keyword clustering, keyword modifier clustering, urgency scoring, and FAQ formatting, as shown in Fig. 3.

Here are more details about these steps:

1) Category Grouping

The tickets are initially grouped by categories and the sub-categories to map to a corresponding FAQ category and sub-category structure. If the FAQ structure is a precise match with the ticket category and sub-category definitions, then there are no technical issues. However if for various practical reasons such as tickets covering multiple systems with diverse category definitions or any other similar situation (as often happens in real-world projects) there are discrepancies, then the system matches the tickets to categories based on the relevance of names and features.

2) Keyword Clustering

The categorized tickets are clustered by keywords. The keywords are distinctive words (usually nouns) that appear in each the tickets of each category. We also prepared a domain-level synonym dictionary to map each group of synonyms into are representative keyword. Our keyword clustering technique is an extension of LDA (Latent Dirichlet Allocation). While LDA needs a number of clusters as input,
our extension can calculate an appropriate number of clusters based on input criteria.

3) Keyword Modifier Clustering

The keyword modifiers are nouns or verbs that modify the keywords [10]. Again, we prepared a domain-level synonym dictionary to map each group of synonyms into a representative modifier keyword. Examples include “display”, “transfer”, or “delete”.

4) Urgency Scoring:

We calculate the urgency \( U(i) \) of each cluster \( i \) based on 3 factors (trend score, resolution time score, and priority score) of the tickets in each cluster \( I \), as shown in (1). The trend score \( \text{Trend}(i) \) shows the degree to which the volume of related tickets is rising over time. We used the least squares method [11] to calculate the slope of the trend line. The resolution time score \( \text{Resol}(i) \) is based on the total resolution time. The priority score \( \text{Prio}(i) \) is based on the average “priority” value of the tickets. \( W_t, W_r, \) and \( W_p \) are the weights of the scores for Trend, Resol, and Prio, respectively.

\[
U(i) = w_t \cdot \text{Trend}(i) + w_r \cdot \text{Resol}(i) + w_p \cdot \text{Prio}(i) 
\]

5) FAQ Formatting

A powerful editor, which interfaces with specialized tools, is used to create and update the FAQ [9]. The complete user interface is beyond the scope of this paper.

C. FAQ Updating

After the initial FAQ creation, the FAQ needs to be periodically updated. Some obvious reasons are new trends in the problems recoded in the tickets or removing obsolete data or adding new information to the FAQ.

From the technical perspective, FAQ updating is clearly different from initial FAQ creation. It is not good practice to reformat the FAQ system too heavily when you take into consideration the usability consistency. A practitioner who expects to find a previously referenced answer may be unable to find it again if the entire structure is completely reformatted. Therefore the ticket information from the previous FAQ should be similarly accessible in the updated FAQ. The FAQ formatting process should involve minimal updates.

Our method of FAQ updating is shown in Fig. 4.

Here are more details about the steps in updating the FAQ:

1) Category Matching

This process is similar to the corresponding “Initial Ticket Clustering” step.

2) FAQ Path Matching

In this step, the ticket information is matched to the FAQ Path, which is any FAQ navigation route from the start to an end node [12]. Since the FAQ path and the ticket information are in hierarchical structures, we can assume that higher in the hierarchy the higher the weight of the corresponding matches. The weight of each match is calculated based on the keyword match obtained from a tf-idf method [13] where \( \text{tf} \) is the term frequency (the number of frequencies in the document) and \( \text{idf} \) is the inverse documents frequency (the relative rareness of the word in the FAQ domain). If the score of the match is above the criterion, the FAQ path with the highest score is the matched FAQ path. Otherwise, a new node is defined. A simple illustration which combines both category matches and FAQ path Matching is shown in Fig. 5.
3) Urgency Scoring

The urgency score is updated similarly to the corresponding “Initial Ticket Clustering” step. We observe that the urgency score for each cluster changes over time. Therefore, our method periodically recalculates the whole set of tickets for higher accuracy.

4) FAQ Formatting

Based on the ticket clusters and their scores the FAQ may need a new node an update of an existing node. To update nodes the practitioners use their areas of expertise to identify the nodes that need to be updated based with relevant ticket information. The practitioners are associated with their areas of expertise so the FAQ system shows the nodes to be updated in priority order (based on urgency).

III. RESULTS

A. Conditions

We tested our technology in a project for a period of approximately two and half years. Table II shows the conditions of the project. (We are restricted on clarifying the client specific information of the project.) The size of the project was fairly large with a maximum of 60 practitioners working to resolve tickets. The number of practitioners have changed but peaked at 60 people. The domain was mostly restricted to SAP-related problems and the type of the tickets was mostly RFI (Request for Information) with estimated 1/4 RFC (Request for Change) tickets. The categories correspond to the names of the applications and we were able to completely sync the category and sub-category names with the FAQ structure.

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Period of Time</td>
<td>Approximately 2 years and 6 months</td>
</tr>
<tr>
<td>Period of Time before initial FAQ</td>
<td>Approximately 6 months</td>
</tr>
<tr>
<td>FAQ update frequency</td>
<td>Every 3 months</td>
</tr>
<tr>
<td>Total Number of Tickets</td>
<td>1,102</td>
</tr>
<tr>
<td>Domain of Tickets</td>
<td>SAP</td>
</tr>
<tr>
<td>Type of Tickets</td>
<td>RFI &amp; RFC</td>
</tr>
<tr>
<td>No. of Practitioners</td>
<td>60 people (at peak)</td>
</tr>
<tr>
<td>No. of Categories</td>
<td>7</td>
</tr>
<tr>
<td>No. of Sub-Categories</td>
<td>64</td>
</tr>
</tbody>
</table>

For the creation and maintenance of the FAQ system, approximately 10 SME (Subject Matter Expert) practitioners were assigned by the project leader to each application (category), with multiple assignments for a few of them. The number of SME practitioners was limited to avoid inconsistency and the overhead of system usage training.

Fig. 6 Accumulated Tickets by Category

Fig. 6 shows the categorical and total accumulation of tickets over time. The x axis represents the quarter number starting from before the FAQ distribution and on to when the FAQ...
become available. There was some variation in the numbers of
tickets, with some periods of rapid increase. For example, the
number of Category E tickets suddenly grew from the 5th to the
6th quarter. This was due to a new version of the Category E
application, when user interface changes led to more inquiries.
It is generally difficult to accurately predict the number of
future tickets in advance.

B. Number of FAQ Nodes

The FAQ nodes were updated on a quarterly basis. Fig. 7
shows the total number of nodes in all of the layers by their
status (unchanged/updated/new) for each quarter. The number
of new nodes gradually became saturated as the knowledge in
the FAQ approached a level of maturity completeness. At the
same time, many nodes were updated frequently to reflect
newly found knowledge and insights, while a large proportion
of the nodes remained unchanged.

C. Ticket Coverage

The FAQ database was updated each quarter. The system
tracks the FAQ node that was used for each resolved ticket.
This data is used for Fig. 8, which shows the percentage of
tickets that were covered by FAQs in each quarter. The solid
line shows the overall coverage for the tickets.

We were also interested in how the coverage would decline if
the FAQ data was not updated. It is quite difficult to accurately
calculate the coverage of FAQs on the basis of “what if the
FAQ stops changing” for an actual running project, since we
cannot risk sacrificing the resolution time because of the
damage to the business.

Our assumption is based on the record of which nodes were
newly created, updated, or unchanged. First, we examined the
coverage of the tickets by unchanged nodes over the study
period. We also realize that updated nodes are difficult to
analyze since the significance or the degree of the update may
vary for each node and it is not possible to calculate the
significance of each change. Therefore, we simply evenly
treated the updated nodes as half unchanged and half new.

D. Resolution Time

Fig. 9 shows the average resolution time for each quarter.
The first 2 quarters did not have any FAQs and the resolution
time was increasing and becoming a major problem. The initial
FAQ helped reduce the resolution time significantly. As can be
seen in Fig. 8 the coverage of tickets by the FAQ grew and we
were able to keep the average resolution times short. Since
ticket resolution is a human effort we know that there is a limit
to how much the ticket resolution times can be reduced.

E. Subjective Evaluation

Though the user interface and the FAQ’s usability are out of
the scope of this paper, the practitioners’ are the users of this
system and we must recognize that their subjective evaluations
are important. At the end of the project, we asked each
practitioner to give us feedback on the effectiveness of this
FAQ system. Fig. 10 breaks down the answers to the simple
question “Is this (FAQ) system effective in resolution time reduction?” More than 75% of the practitioners reported “strongly positive” or “positive” results, demonstrating the system’s effectiveness.

The dissatisfied practitioners were more carefully questioned about their concerns, and we found that they were the subject matter experts and had little need for the FAQ in their ticket resolution work.

We also received many comments throughout the project and considered them as carefully as possible. Most of the comments were operational questions that we were able to address by providing some basic assistance. Occasionally we received reports of system-level problems that required changes in the system code or configuration. Some simple usability issues were handled by updates to the user interface.

Their SYF system is a modular component that can be used to augment other applications with interactive guides.

Though many domains were identified where procedural knowledge could be applied, we did not find any research that tried to quantify the continuous effectiveness of FAQs in terms of time savings over time, or any work on correlating service incident tickets to FAQ usage.

There are NLP approaches to FAQ search [21]-[22], where end users can type in natural language sentences as the queries to search FAQs for answers. Basically, keywords in the query are matched against those in the FAQ. How the FAQs are searched and retrieved beyond our scope here, but our focus on search and retrieval is a hybrid approach of keyword matching from the query keyword and the text segmentation of FAQs.

V. CONCLUSION

Our past studies showed that a FAQ has a strong effect on ticket resolution time for a short period of time. Our objective in this new work was to evaluate if the ticket coverage, resolution time, and subject analysis can be continuously improved over time. Our project over 2.5 years showed effective improvements. Specifically, ticket coverage increased from 32.3% to 68.9% and the resolution time reduction percentage grew from 31.6% to 43.9%. Our subjective evaluation found that more than 75% of the practitioners found this FAQ system to be useful for ticket resolution.

One of the features we have not yet covered is a best alternative node recommender, where the system will automatically find the best alternative node for any newly defined node. This feature is faster, but require deeper prior knowledge of the solutions. In the future we want to quantitatively study the efficiency of our approach.

Another feature we have not covered is a best alternative node recommender, where the system will automatically find the best alternative node for any newly defined node. This newly defined node might be defined or derived from manual input, as obtained from keywords used in queries or in tickets. Our study shows that there are many cases where the alternative node can help guide the user to an effective answer.
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