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Abstract : Supervised predictive models require labeled data for training purposes. Complete and accurate labeled data, i.e., a
‘gold standard’, is not always available, and imperfectly labeled data may need to serve as an alternative. An important
question is if the accuracy of the labeled data creates a performance ceiling for the trained model. In this study, we trained
several models to recognize the presence of delirium in clinical documents using data with annotations that are not completely
accurate (i.e., weakly-supervised learning). In the external evaluation, the support vector machine model with a linear kernel
performed best, achieving an area under the curve of 89.3% and accuracy of 88%, surpassing the 80% accuracy of the training
sample. We then generated a set of simulated data and carried out a series of experiments which demonstrated that models
trained on imperfect data can (but do not always) outperform the accuracy of the training data, e.g., the area under the curve
for some models is higher than 80% when trained on the data with an error rate of 40%. Our experiments also showed that the
error resistance of linear modeling is associated with larger sample size, error type, and linearity of the data (all p-values <
0.001). In conclusion, this study sheds light on the usefulness of imperfect data in clinical research via weakly-supervised
learning.
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