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Abstract : A domain space for the data should reflect the actual similarity between objects. Since objects belonging to the
same cluster usually share some common traits even though their geometric distance might be relatively large. In general, the
Euclidean distance of data points that represented by large number of features is not capturing the actual relation between
those points. In this study, we propose a new method to construct a different space that is based on clustering to form a new
distance metric. The new distance space is based on ensemble clustering (EC). The EC distance space is defined by tracking
the membership of the points over multiple runs of clustering algorithm metric. Over this distance, we train the decision trees
classifier (DT-EC). The results obtained by applying DT-EC on 10 datasets confirm our hypotheses that embedding the EC
space as a distance metric would improve the performance.
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