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Abstract : Conjugate gradient methods are an important class of methods for unconstrained optimization, especially for large-
scale problems. Recently, they have been much studied. In this paper, a new family of conjugate gradient method is proposed
for unconstrained optimization. This method includes the already existing two practical nonlinear conjugate gradient methods,
which produces a descent search direction at every iteration and converges globally provided that the line search satisfies the
Wolfe conditions. The numerical experiments are done to test the efficiency of the new method, which implies the new method
is promising. In addition the methods related to this family are uniformly discussed.
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