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Abstract : Conjugate gradient methods is useful for solving large scale optimization problems in scientific and engineering
computation, characterized by the simplicity of their iteration and their low memory requirements. It is well known that the
search direction plays a main role in the line search method. In this paper, we propose a search direction with the Wolfe line
search technique for solving unconstrained optimization problems. Under the above line searches and some assumptions, the
global convergence properties of the given methods are discussed. Numerical results and comparisons with other CG methods
are given.
Keywords : unconstrained optimization, conjugate gradient method, strong Wolfe line search, global convergence
Conference Title : ICSRD 2020 : International Conference on Scientific Research and Development
Conference Location : Chicago, United States
Conference Dates : December 12-13, 2020

World Academy of Science, Engineering and Technology
International Journal of Mathematical and Computational Sciences

Vol:14, No:12, 2020

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 M
at

he
m

at
ic

al
 a

nd
 C

om
pu

ta
tio

na
l S

ci
en

ce
s 

Vo
l:1

4,
 N

o:
12

, 2
02

0 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/a
bs

tr
ac

ts
/4

00
28

.p
df

ISNI:0000000091950263International Scholarly and Scientific Research & Innovation 14(12) 2020 1

https://publications.waset.org/abstracts/40028.pdf

