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Abstract : Due to rapid growth of text documents in digital form, automated text classification has become an important
research in the last two decades. The major challenge of text document representations are high dimension, sparsity, volume
and semantics. Since the terms are only features that can be found in documents, selection of good terms (features) plays an
very  important  role.  In  text  classification,  feature  selection  is  a  strategy  that  can  be  used  to  improve  classification
effectiveness, computational efficiency and accuracy. In this paper, we present a quantitative analysis of most widely used
feature  selection  (FS)  methods,  viz.  Term  Frequency-Inverse  Document  Frequency  (tf�idf  ),  Mutual  Information  (MI),
Information  Gain  (IG),  CHISquare  (�x2),  Term Frequency-Relevance  Frequency  (tf�rf  ),  Term Strength  (TS),  Ambiguity
Measure (AM) and Symbolic Feature Selection (SFS) to classify text documents. We evaluated all the feature selection methods
on standard datasets like 20 Newsgroups, 4 University dataset and Reuters-21578.
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