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Abstract : In selecting a Statistical Neural Network model, the Network Information Criterion (NIC) has been observed to be
sample biased, because it does not account for sample sizes. The selection of a model from a set of fitted candidate models
requires objective data-driven criteria. In this paper, we derived and investigated the Adjusted Network Information Criterion
(ANIC), based on Kullback’s symmetric divergence, which has been designed to be an asymptotically unbiased estimator of the
expected Kullback-Leibler information of a fitted model. The analyses show that on a general note, the ANIC improves model
selection in more sample sizes than does the NIC.
Keywords  :  statistical  neural  network,  network  information  criterion,  adjusted  network,  information  criterion,  transfer
function
Conference Title : ICMCSSE 2015 : International Conference on Mathematical, Computational and Statistical Sciences and
Engineering
Conference Location : London, United Kingdom
Conference Dates : June 28-29, 2015

World Academy of Science, Engineering and Technology
International Journal of Mathematical and Computational Sciences

Vol:9, No:06, 2015

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 M
at

he
m

at
ic

al
 a

nd
 C

om
pu

ta
tio

na
l S

ci
en

ce
s 

Vo
l:9

, N
o:

06
, 2

01
5 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/a

bs
tr

ac
ts

/2
87

71
.p

df

ISNI:0000000091950263International Scholarly and Scientific Research & Innovation 9(06) 2015 1

https://publications.waset.org/abstracts/28771.pdf

