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Abstract : Multiple instance classification is a known machine learning tech-nique when only a bag of features is labeled. The
method of binary multiple instance classification, termed multiple instance logistic regression (LR), received the most attention
as a well-defined statistical model. This algorithm is realized in several computer languages, including R (milr) and MATLAB.
This work suggests improving this model, which is called the one-hit multiple instance LR. Unlike the existing ap-proach, where
unknown  labels  are  treated  as  missing  observations,  our  model  directly  implements  the  ML approach.  As  such,  it  is
methodologically straightforward and computationally stable, especially when features are highly correlated and/or bags are
heterogeneous. Since the one-hit LR admits a closed form for the log-likelihood function, an efficient Fisher scoring algorithm
applies with the variances of the regres-sion coefficients computed through the inverse of the Fisher information matrix at the
final  iteration.  Numerical  experiments  demonstrate  the  superiority  of  the  one-hit  LR  in  terms  of  regression  coefficients  and
classification accuracy. Another advantage of our approach is developing the optimal probability threshold for classification
(the traditional threshold equals 0 5). The one-hit LR is illustrated with a noninvasive bladder cancer identification where each
patient, in the multiple instance terminol-ogy ’bag,’ contains feature images of multiple cells from a urine sample of the same
individual. We show that the one-hit LR with two Atomic Force Microscopy (AFM) image features leads to a perfect (AUC=1) or
almost perfect (AUC=0.978) classifica-tion of normal and cancer patients among 20 individuals. The -value 0.0018 confirms
that the latter AUC is unlikely to be obtained by chance.
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