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Abstract  :  Malicious  users  exploit  vulnerabilities  in  computer  systems,  significantly  disrupting  their  performance  and
revealing the inadequacies of existing protective solutions. Even machine learning-based approaches, designed to ensure
reliability, can be compromised by adversarial attacks that undermine their robustness. This paper addresses two critical
aspects of enhancing model reliability. First, we focus on improving model performance and robustness against adversarial
threats. To achieve this, we propose a strategy by harnessing deep reinforcement learning. Second, we introduce an approach
leveraging generative adversarial networks to counter adversarial attacks effectively. Our results demonstrate substantial
improvements over previous works in the literature, with classifiers exhibiting enhanced accuracy in classification tasks, even
in the presence of adversarial perturbations. These findings underscore the efficacy of the proposed model in mitigating
intrusions and adversarial attacks within the machine learning landscape.
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