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Abstract : Machine translation task of low-resourced languages such as Arabic is a challenging task. Despite the appearance
of sophisticated models based on the latest deep learning techniques, namely the transfer learning and transformers, all
models prove incapable of carrying out an acceptable translation which includes Arabic dialects because they not official
status. In this paper, a machine translation model designed to translate Arabic multidialectal content into Modern Standard
Arabic (MSA), leveraging both new and existing parallel resources. The latter achieved the best results for both Levantine and
Maghrebi dialects with BLEU score of 64.99.
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