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Abstract  :  Sequence-to-sequence  (seq2seq)  models  augmented  with  attention  mechanisms  are  playing  an  increasingly
important role in automated customer service. These models, which are able to recognize complex relationships between input
and output sequences, are crucial for optimizing chatbot responses. Central to these mechanisms are neural attention weights
that determine the focus of the model during sequence generation. Despite their widespread use, there remains a gap in the
comparative analysis of different attention weighting functions within seq2seq models, particularly in the domain of chatbots
using the customer support Twitter (CST) dataset. This study addresses this gap by evaluating four distinct attention-scoring
functions -dot, multiplicative/general, additive, and an extended multiplicative function with a tanh activation parameter- in
neural generative seq2seq models. Utilizing the CST dataset, these models were trained and evaluated over 10 epochs with the
AdamW optimizer. Evaluation criteria included validation loss and BLEU scores implemented under both greedy and beam
search strategies with a beam size of k=3. Results indicate that the model with the tanh-augmented multiplicative function
significantly  outperforms its  counterparts,  achieving the lowest  validation loss (1.136484) and the highest  BLEU scores
(0.438926 under greedy search, 0.443000 under beam search, k=3). These results emphasize the crucial influence of selecting
an appropriate attention-scoring function in improving the performance of seq2seq models for chatbots. Particularly, the model
that integrates tanh activation proves to be a promising approach to improve the quality of chatbots in the customer support
context.
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