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Abstract : Recently, mainstream dense retrieval methods have obtained state-of-the-art results on some datasets and tasks.
However, they require large amounts of training data, which is not available in most domains. The severe performance
degradation of dense retrievers on new data domains has limited the use of dense retrieval methods to only a few domains with
large training datasets. In this paper, we propose an unsupervised domain-adaptive approach based on query generation. First,
a generative model is used to generate relevant queries for each passage in the target corpus, and then the generated queries
are used for mining negative passages. Finally, the query-passage pairs are labeled with a cross-encoder and used to train a
domain-adapted dense retriever. Experiments show that our approach is more robust than previous methods in target domains
that require less unlabeled data.
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