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Abstract : This paper presents a comparison between twin-delayed Deep Deterministic Policy Gradient (TD3) and Soft Actor-
Critic (SAC) reinforcement learning algorithms in the context of training robust navigation policies for Jackal robots. By
leveraging  an  open-source  framework  and  custom motion  control  environments,  the  study  evaluates  the  performance,
robustness, and transferability of the trained policies across a range of scenarios. The primary focus of the experiments is to
assess the training process,  the adaptability  of  the algorithms,  and the robot’s  ability  to navigate in previously unseen
environments. Moreover, the paper examines the influence of varying environmental complexities on the learning process and
the generalization capabilities of the resulting policies. The results of this study aim to inform and guide the development of
more efficient and practical reinforcement learning-based navigation policies for Jackal robots in real-world scenarios.
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