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Abstract : This paper presents a study on identifying sexism in online texts using various state-of-the-art deep learning models
based on BERT. We experimented with different feature sets and model architectures and evaluated their performance using
precision, recall, F1 score, and accuracy metrics. We also explored the use of pseudolabeling technique to improve model
performance. Our experiments show that the best-performing models were based on BERT, and their multilingual model
achieved an F1 score of 0.83. Furthermore, the use of pseudolabeling significantly improved the performance of the BERT-
based models, with the best results achieved using the pseudolabeling technique. Our findings suggest that BERT-based
models with pseudolabeling hold great promise for identifying sexism in online texts with high accuracy.
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