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Abstract : Federated learning allows users to participate in collaborative model training without sending data to third-party
servers, reducing the risk of user data privacy leakage, and is widely used in smart finance and smart healthcare. However, the
distributed  architecture  design  of  federation  learning  itself  and  the  existence  of  secure  aggregation  protocols  make  it
inherently vulnerable to backdoor attacks. To solve this problem, the federated learning backdoor defense framework FLEX
based on group aggregation, cluster analysis, and neuron pruning is proposed, and inter-compatibility with secure aggregation
protocols is achieved. The good performance of FLEX is verified by building a horizontal federated learning framework on the
CIFAR-10 dataset for experiments, which achieves 98% success rate of backdoor detection and reduces the success rate of
backdoor tasks to 0% ~ 10%.
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