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Abstract : In Chinese text classification tasks, redundant words and phrases can interfere with the formation of extracted and
analyzed text information, leading to a decrease in the accuracy of the classification model. To reduce irrelevant elements,
extract and utilize text content information more efficiently and improve the accuracy of text classification models. In this
paper, the text in the corpus is first extracted using the TextRank algorithm for abstraction, the words in the abstract are used
as nodes to construct a text graph, and then the graph attention network (GAT) is used to complete the task of classifying the
text. Testing on a Chinese dataset from the network, the classification accuracy was improved over the direct method of
generating graph structures using text.
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