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Abstract : Twitter is one of the most popular social media platforms where users can share their opinions on different
subjects. As of 2010, The Twitter platform generates more than 12 Terabytes of data daily, ~ 4.3 petabytes in a single year. For
this reason, Twitter is a great source for big mining data. Many industries such as Telecommunication companies can leverage
the availability of Twitter data to better understand their markets and make an appropriate business decision. This study
performs topic modeling on Twitter data using Latent Dirichlet Allocation (LDA). The obtained results are benchmarked with
another topic modeling technique, Latent Semantic Indexing (LSI). The study aims to retrieve topics on a Twitter dataset
containing user tweets on South African Telcos. Results from this study show that LSI is much faster than LDA. However, LDA
yields better results with higher topic coherence by 8% for the best-performing model represented in Table 1. A higher topic
coherence score indicates better performance of the model.
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