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Abstract : Recent years have seen that audio-visual recognition has shown great potential in a strong noise environment. The
existing method of audio-visual recognition has explored methods with ResNet and feature fusion. However, on the one hand,
ResNet always occupies a large amount of memory resources, restricting the application in engineering. On the other hand, the
feature merging also brings some interferences in a high noise environment. In order to solve the problems, we proposed an
effective framework with bidirectional distillation. At first, in consideration of the good performance in extracting of features,
we chose the light model, Efficientnet as our extractor of spatial features. Secondly, self-distillation was applied to learn more
information from raw data.  Finally,  we proposed a bidirectional  distillation in  decision-level  fusion.  In  more detail,  our
experimental results are based on a multi-model dataset from 24 volunteers.  Eventually,  the lipreading accuracy of our
framework was increased by 2.3% compared with existing systems, and our framework made progress in audio-visual fusion in
a high noise environment compared with the system of audio recognition without visual.
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