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Abstract : We introduce the first Chinese Coreference Resolution Model based on BERT (CCRM-BERT) and show that it
significantly outperforms all previous work. The key idea is to consider the features of the mention, such as part of speech,
width of spans, distance between spans, etc. And the influence of each features on the model is analyzed. The model computes
mention embeddings that combine BERT with features. Compared to the existing state-of-the-art span-ranking approach, our
model significantly improves accuracy on the Chinese OntoNotes benchmark.
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