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Abstract : Training a language model for a minority language has been a challenging task. The lack of available corpora to
train and fine-tune state-of-the-art language models is still a challenge in the area of Natural Language Processing (NLP).
Moreover, the need for high computational resources and bulk data limit the attainment of this task. In this paper, we
presented the following contributions: (1) we introduce and used a translation pair set of Tagalog and English (TL-EN) in pre-
training a language model to a minority language resource; (2) we fine-tuned and evaluated top-ranking and pre-trained
semantic textual similarity binary task (STSB) models, to both TL-EN and STS dataset pairs. (3) then, we reduced the size of
the model to offset the need for high computational resources. Based on our results, the models that were pre-trained to
translation pairs and STS pairs can perform well for STSB task. Also, having it reduced to a smaller dimension has no negative
effect on the performance but rather has a notable increase on the similarity scores. Moreover, models that were pre-trained to
a similar dataset have a tremendous effect on the model’s performance scores.
Keywords : semantic matching, semantic textual similarity binary task, low resource minority language,fine-tuning, dimension
reduction, transformer models
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