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Abstract : In this paper, we propose an accelerated stochastic gradient method with momentum. The momentum term is the
weighted average of generated gradients, and the weights decay inverse proportionally with the iteration times. Stochastic
gradient descent with momentum (SGDM) uses weights that decay exponentially with the iteration times to generate the
momentum term. Using exponential decay weights, variants of SGDM with inexplicable and complicated formats have been
proposed to achieve better performance. However, the momentum update rules of our method are as simple as that of SGDM.
We provide theoretical convergence analyses, which show both the exponential decay weights and our inverse proportional
decay weights can limit the variance of the parameter moving directly to a region. Experimental results show that our method
works well with many practical problems and outperforms SGDM.
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