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Abstract : People with visual impairments urgently need assistance, not only on the fundamental tasks such as guiding and
retrieving objects but on the advanced like picturing the new environments. More than a guiding dog, they might want such
devices that can provide linguistic interaction. Building on this idea, we aim to study the interaction between the robot agent
and visually impaired people. In our research, we are going to develop a robot agent that will be able to analyze the test
environment and answer the participants’ questions. We also will study the relevant issues regarding the interaction between
human beings and the robot agents to figure out which and how the factors will affect the interaction.
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