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Abstract : Lots of efforts have been made in order to measure the semantic similarity between the text corpora in the
documents. Techniques have been evolved to measure the similarity of two documents. One such state-of-art technique in the
field of Natural Language Processing (NLP) is word to vector models, which converts the words into their word-embedding and
measures the similarity between the vectors. We found this to be quite useful for the task of resume ranking. So, this research
paper is the implementation of the word2vec model along with other Natural Language Processing techniques in order to rank
the resumes for the particular job description so as to automate the process of hiring. The research paper proposes the system
and the findings that were made during the process of building the system.
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