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Abstract : Authorship attribution is to extract features to identify authors of anonymous documents. Many previous works on
authorship attribution focus on statistical style features (e.g., sentence/word length), content features (e.g., frequent words, n-
grams). Modeling these features by regression or some transparent machine learning methods gives a portrait of the authors'
writing style.  But  these methods do not  capture the syntactic  (e.g.,  dependency relationship)  or  semantic  (e.g.,  topics)
information. In recent years, some researchers model syntactic trees or latent semantic information by neural networks.
However, few works take them together. Besides, predictions by neural networks are difficult to explain, which is vital in
authorship attribution tasks. In this paper, we not only utilize the statistical style and content features but also take advantage
of both syntactic and semantic features. Different from an end-to-end neural model, feature selection and prediction are two
steps in our method. An attentive n-gram network is utilized to select useful features, and logistic regression is applied to give
prediction and understandable representation of writing style. Experiments show that our extracted features can improve the
state-of-the-art methods on three benchmark datasets.
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