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Abstract : Detection of unwanted, unsolicited mails called spam from email is an interesting area of research. It is necessary
to evaluate the performance of any new spam classifier using standard data sets. Recently, ensemble-based classifiers have
gained popularity in this domain. In this research work, an efficient email filtering approach based on ensemble methods is
addressed for developing an accurate and sensitive spam classifier.  The proposed approach employs Naive Bayes (NB),
Support Vector Machine (SVM) and Genetic Algorithm (GA) as base classifiers along with different ensemble methods. The
experimental results show that the ensemble classifier was performing with accuracy greater than individual classifiers, and
also hybrid model results are found to be better than the combined models for the e-mail dataset. The proposed ensemble-
based classifiers turn out to be good in terms of classification accuracy, which is considered to be an important criterion for
building a robust spam classifier.
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