
 

 

 
Abstract—Load Forecasting plays a key role in making today's 

and future's Smart Energy Grids sustainable and reliable. Accurate 
power consumption prediction allows utilities to organize in advance 
their resources or to execute Demand Response strategies more 
effectively, which enables several features such as higher 
sustainability, better quality of service, and affordable electricity 
tariffs. It is easy yet effective to apply Load Forecasting at larger 
geographic scale, i.e. Smart Micro Grids, wherein the lower available 
grid flexibility makes accurate prediction more critical in Demand 
Response applications. This paper analyses the application of 
short-term load forecasting in a concrete scenario, proposed within the 
EU-funded GreenCom project, which collect load data from single 
loads and households belonging to a Smart Micro Grid. Three 
short-term load forecasting techniques, i.e. linear regression, artificial 
neural networks, and radial basis function network, are considered, 
compared, and evaluated through absolute forecast errors and training 
time. The influence of weather conditions in Load Forecasting is also 
evaluated. A new definition of Gain is introduced in this paper, which 
innovatively serves as an indicator of short-term prediction 
capabilities of time spam consistency. Two models, 24- and 
1-hour-ahead forecasting, are built to comprehensively compare these 
three techniques. 
 

Keywords—Short-term load forecasting, smart micro grid, linear 
regression, artificial neural networks, radial basis function network, 
Gain. 

I. INTRODUCTION 

OAD Forecasting (LF) is becoming a key feature for the 
electricity distribution industry in the Smart Grid age. In a 

scenario where electricity prices change dynamically and 
Renewable Energy Sources (RES) put the stability of the grid at 
stake, LF is an essential tool for energy utilities to organize 
operations and to support the planning of investments on 
electric power generation, infrastructure development and 
financial purchasing. LF is even more valuable in scenarios 
where Demand Response (DR) techniques are applied. LF tools 
can in fact enable the devices or customers to learn their 
operating decisions based on the load prediction for next hours 
or days, thus enhancing the DR mechanisms ability to shift 
reliably energy usage and shave load profiles. Short-term load 
forecasting (STLF) is based on statistical procedures which use 
past load and exogenous variables such as weather related 
variables to forecast one hour up to one day energy 
consumption. A large variety of statistical and artificial 
intelligence techniques have been developed for STLF, for 
instance, regression methods [1], [2], neural networks [3]-[6], 
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radial basis function network [7]-[10], expert systems 
[11]-[14], and fuzzy logic [11], etc. Progress in LF can be 
achieved by providing STLF with probability distributions and 
the further direction should be artificial intelligence techniques 
with better understanding of the load dynamics and proper 
models [15], [16]. 

LF techniques can be applied by aggregating data at different 
spatial scales, which are e.g. single or few energy-consuming 
components or devices [17], all loads within a household, a 
building [18], [19], or the entire sections of the grid [20]. Due to 
this multi-scale applicability they are especially useful in 
multi-scale energy systems such as the one proposed by the 
GreenCom project [21], [25]. According to the GreenCom 
concept, currently being deployed in a real small-size pilot with 
actual users, loads information collected from single loads and 
households can be progressively combined, forecasted, and 
possibly controlled at different scales to pave the way towards 
(Virtual) Smart Micro Grids, which can aggregate loads, 
storage as well as generation capacity and act as a single 
cooperating entity towards the remaining of the Smart Grid. 

The purpose of this paper is to analyze and evaluate load 
forecasting in such a concrete scenario comparing three 
different STLF techniques and the influence of weather 
conditions on forecasting process. The considered techniques 
are firstly introduced in Section II. Then programming 
methodologies including data preparation and forecast models 
are presented in Section III. Section IV describes the evaluation 
of those abovementioned three techniques and compares the 
results while conclusions and future works are drawn in Section 
V. 

II. TECHNIQUES FOR SHORT-TERM LOAD FORECASTING 

A. Linear Regression Method 

Linear regression (LR) method is one of the most extensively 
used techniques for STLF. It analyzes the relationship between 
continuous dependent variables and one or more explanatory 
variables and uses the technique of weighted least-squares 
estimation to compute the regression coefficients according to 
the amount of historical data. The following model is applied 
for this analysis wherein t is the sampling time, y the total load, 
v the vector of adapted variables such as time, temperature, 
humidity, wind speed, etc., α vector of regression coefficients: 

 

ytvtαtεt           (1) 
 
The coefficients in the forecast model are calculated from the 

latest actual data prior to the forecasting day. Current 
observations are more important for the forecasting due to the 
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variability of load characteristics. The accuracy of forecast 
using regression models depends on the precision with which 
the regression function fits the data. Consequently, a 
pre-analysis of the load is essential for LR if faithful result of 
the analysis is expected.  

B. Artificial Neural Networks 

In the past two decades, there has been a great interest in the 
field known as artificial intelligence (AI) as it offers powerful 
and flexible methods for obtaining solutions to problems 
eluding traditional methods. Artificial neural networks (ANNs) 
and expert system are two major branches of AI. ANNs have 
been proven as a promising alternative to solve complex 
problems [3], [4], [15]. 

A feed-forward ANN is a supervised network organized in 
layers, which can have any number of layers, units per layer 
(neurons), inputs and outputs. Each single neuron is connected 
to other ones of the previous layer through adaptable weights. 
The neuron receives information through a number of input 
nodes, processes it internally where weights are adjusted so that 
the network attempts to produce the desired output, and 
eventually generates a response. Fig. 1 shows the architecture 
of a typical multilayer feed-forward neural network. 

For processing of ANNs, the input values are linearly 
combined in the first stage. Then in the second stage, the result 
is applied as the argument of a nonlinear activation function 
such as bounded sigmoid functions. 

When the network starts to be trained, all the information is 
supplied to it as a data set. After reading each pattern, the 
network produces an output by using the input data and then 
compares it with the training pattern. For any possible 
difference, the weights are changed to abate the error 
accordingly. The computation stops until all the errors are 
under the desired tolerance. The mostly implemented training 
algorithm is back-propagation (BP) which uses a 
steepest-descent technique based on the computation of the 
gradient of the loss function, changing the weights along its 
gradient, reducing the total error and improving the 
performance of the neural networks. 

To design an ANN, the first step is to select an appropriate 
architecture, e.g. the multilayer perception (MLP) which is the 
most popular neural network with multiple hidden layers. 
Subsequently, the number of hidden layers, input nodes, 
neurons per layer, and the type of activation function should be 
determined.  

C. Radial Basis Function Network 

The radial basis function network (RBFN) is another kind of 
feed-forward ANN which is simple yet auspicious thanks to the 
utilization of extensional learning and high computing speed. 
An RBFN consists of an input layer, a hidden layer, and a linear 
output layer. The input layer determines the Euclidean distance 
amongst the input vector and the weight vectors of the hidden 
layer that is composed of units with Gaussian transfer function 
(radial bases) whose weight vectors form a vectored 
quantization of the input space. The output weights are linearly 
combined while the hidden layer utilizes the nonlinear 

transformation for feature extraction during the data 
processing.  

Fig. 2 illustrates its structure. The learning process can be 
divided into two stages. First, the weights of the hidden layer 
are calculated by clustering techniques or are randomly 
assigned in the input space. Alternatively, an optimal method 
can be employed such as orthogonal least squares algorithm. 
Second, the weights of output layer are computed by linear 
regression method. The main difference between MLP and 
RBFN is the absence of hidden layer weights. The parameters 
adjusted in the learning process are only the linear mapping 
from hidden layer to output layer. So it is easier to interpret the 
hidden layer than the ones in an MLP. 

The RBFN requires more neurons than standard BP network 
does, but it is optionally sub-dividable into parallel-training 
fractions of time which is comparatively shorter than it takes to 
train a BP network. 

 

 

Fig. 1 Architecture of multilayer feed-forward neural network 
 

 

Fig. 2 Structure of a radial basis function network 

III. PROGRAMMING METHODOLOGIES 

A. Data Preparation 

As it has been argued that the quality of the input data to the 
ANNs may strongly affect the results [22]-[24], data 
preparation in ANNs modeling is a critical step, especially for 
models with complex data analysis. 

In the current work, the data were collected from single loads 
and households of GreenCom project from 2014/1/1 to 
2014/6/30 and were prepared to comprise six different 
attributes, 
1) L: peak load,  
2) d: days of the week (Monday to Sunday), 
3) h: hours of the day (0 to 24), 
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4) f: a flag indicating whether it is a holiday (0 indicates 
holiday and 1 indicates non holiday) 

5) T: temperature, 
6) H: humidity. 

B. Forecasting Model and Error Analysis 

A variety of papers is dependent solely on one model which 
is 24-hour-ahead forecasting to investigate the techniques for 
STLF [2], [4], [6]-[9], [11]. In order to more comprehensively 
compare the three techniques employed in this paper, a 
1-hour-ahead forecasting is included in addition to the 24-hour 
one. 

The 24-hour-ahead forecasting model is composed of all 
load variables from each of the previous 24-hour load and other 
five attributes described before and the model is like: 

 
L(t)=F[L(t-24), L(t-25), ..., L(t-48), h(t), d(t), f, T,H]    (2) 

 
The 1-hour-ahead forecasting model is similar with 

24-hour-ahead forecasting model instead the load variables are 
from each of the previous one hour load: 

 
L(t)=F[L(t-1), L(t-2), ..., L(t-24), h(t), d(t), f, T,H]      (3) 

 
The forecasting error is measured by the Mean Absolute 

Percentage Error (MAPE) since it is the industry standard 
accepted for examining load forecasting performance. It is 
explained in the equation below where y is the actual load, y ̂ 
estimated value, and N the number of observations, 

 

 % ∑ / 100    (4) 

C. Forecasting Model and Error Analysis 

The current paper introduces a new definition of Gain, which 
innovatively serves as an indicator of short-term predication 
capabilities, as larger gain implies more similar MAPE values 
for different forecasting time length (i.e. 1 hour and 24 hours) 
and hence the forecasting technique is more consistent in terms 
of time spam within the short-term range. 

The Gain is defined as the ratio between the MAPEs of 
N-hour-ahead forecasting (N≤ 24) and 24-hour-ahead 
forecasting using the same technique, 

 
Gain=[MAPE(N-hour-ahead)]/[MAPE(24-hour-ahead)](5) 
 
In this paper, except 1-hour and 24-hour-ahead forecasting, 

we also simulate forecasting with other time length (i.e. 2 hours, 
6 hours, and 12 hours) to have a good grasp of the gain. 

IV. RESULTS AND COMPARISON 

A. 1-Hour and 24-Hour-ahead Forecasting 

For these two forecasting models, one month data (from 
2014/05/01 to 2014/05/31) are acquired for training and the 
loads information collected on June 9th are forecasted using all 
three techniques.  

For load forecasting, there are three vital quantities: 
i. the load shape which is measured by examining the error in 

each hour of a day 
ii. the daily peak load which refers to the highest demand for 

the day 
iii. daily energy which is the sum of all the hourly daily loads 

 

 

Fig. 3 Forecasting values of 24-hour-ahead loads by three techniques 
on June 9th 

 

 

Fig. 4 Forecasting values of 1-hour-ahead loads by three techniques on 
June 9th 

 
All these three quantities are presented in the figures below. 

Results are examined by plotting the actual loads and the 
forecast values, e.g. Fig. 3 illustrates the results for 
24-hour-ahead forecasting on June 9th wherein the solid line 
represents the actual loads while the solid one with star the 
forecast value by using LR, the dashed one with circle the 
forecast value by MLP, and the dashed one with square the 
forecast value by RBF. Fig. 4 shows the 1-hour-ahead 
forecasting of the same day by three techniques. 

For error analysis, MAPEs presented in Table I indicate that 
RBFN improves prediction accuracy in comparison with other 
two techniques. The main limit of LR method, which gives 
unsatisfactory results as MAPE=21.87% for 1-hour-ahead 
forecasting, and 32.55% for 24-hour-ahead forecasting, lies in 
the linear combination of the time series while the collected 
electric power signal has strong nonlinear behavior. Therefore 
it is unavailing to use LR method to forecast such loads. 
Instead, a nonlinear combination, as in MLP and RBF, 
possesses higher flexibility, which attributes to the 
improvement of results. Compared MLP with RBF, RBF has 
the smaller MAPEs than MLP does for both two models. Since 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:8, No:11, 2014 

1997International Scholarly and Scientific Research & Innovation 8(11) 2014 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:8

, N
o:

11
, 2

01
4 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/9

99
96

97
.p

df



 

RB
co
th

M

lo
te
et
pr
ar
Fi
w
w
fo
da
pa
te
re
pl

w
ke
re
w
ep
co
ge
w
op

BFN uses m
oncluded that t
he result.  

MAPES(%) VALUE

Model 

1-hour 

24-hour 

 
In addition, a

oad forecastin
mperature, hu

tc; especially 
rediction accu
re also taken i
ig. 5 shows the

with and witho
wherein the so
orecast value 
ashed one w
arameters. It 
mperature an

educed from 3
lay a vital role

 

Fig. 5 Compar
tempe

MAPES(%) VA

 

MAPE (%) 

B. Training T

In this work,
while for RBF w
ernel k-mean
ecognition erro

which are plott
pochs. For t
onvergence th
ets trapped in

with further iter
ptimization of

more hidden u
the utilization

T
ES OF FORECASTI

BY THRE

LR 

21.87 

32.55 

another most i
ng is weath
umidity, preci
temperature a

uracy. In our m
into considera
e 1-hour-ahea

out temperatur
olid line is the

without tem
with star the 

is observed 
nd humidity a
3.93% to 3.12%
e in accurate lo

rison of 1-hour-
erature and hum

T
ALUES OF FORECA

wit

Time 

, we use BP a
we use unsupe
ns clustering 
ors during the 
ted as a decre
the first 100

han MLP does
to local minim
ration and in th
f parameters d

units than M
n of more hidd

 
TABLE I 
ING 1-HOUR AND

EE TECHNIQUES 

MLP 

7.04 

19.34 

important inde
er informatio
ipitation, wind
and humidity
models, tempe
ation as one o
ad forecasting 
re and humidi
e actual load,

mperature and
forecast val
from Table

as input varia
%, thus tempe
oad prediction

-ahead forecasti
midity by RBF 

 
ABLE II 

ASTING 1-HOUR-A

th T and H 

3.12 

as the training
ervised trainin

algorithm. 
training proce
easing functio
0 epochs, R
s. MLP with B
ma so the erro
his case we ne
during the trai

MLP does, it 
den units can im

D 24-HOUR-AHEAD

RBFN

3.12

7.92

ependent varia
on, which in
d speed, cloud
y will affect th
erature and hu
f the input va
values by usin
ity as input va
, the dashed o
d humidity, a
lue with tho
 II that by 
ables, the MA
erature and hu
n. 

ing with and wi
on June 9th 

AHEAD LOADS BY

without T a

3.93

g algorithm fo
ng algorithm w

Fig. 6 show
ess for MLP an
on of the num

RBF achieves
BP training alg
or does not d
eed to re-initia
ining process. 

 

can be 
mprove 

D LOADS 

N 

2 

2 

able for 
ncludes 
d cover, 
he load 
umidity 

ariables. 
ng RBF 
ariables 
one the 
and the 
se two 
adding 

APE is 
umidity 

 

ithout 

Y RBF 

and H 

or MLP 
which is 
ws the 
nd RBF, 
mber of 
s faster 
gorithm 

decrease 
alize the 

On the 

co

ML
RB
tha
lea

F

of 
mo
len
tec
sho

am
Th
for
lin
ele
ch
in 
co
ob
N-
LR
fro
thi

for
co
fir
fin
for
sta
sm

ntrary, this di
The training 
LP and RBFN
BFN is about t
at RBFN is a m
arning is requi
 

Fig. 6 NN error
training proces

TRAINI

 

Training 
time (s) 

2

C. Gain 

The current p
f short-term p
ore similar M
ngths (i.e. 1, 2
chnique is mo
ort-term range
 On one hand

mong three te
herefore LR is
recasting. Ne

near combinat
ectric signal w

haracterized by
the MAPE, a
mparison wit

bserved from
-hour-ahead fo
R is ascribabl
om the compar
is work. 
On the other
recasting tec
mbination alg

rst, then decrea
nally increas
recasting, RB
arting from 6-

maller gain tha

sadvantage is 
time of 24- an

N is compared
three times sh
more powerfu
ired. 

rs as a function 
ss for MLP and 

TA
ING TIME(S) FOR 

Model 

24-hour 

1-hour 

paper introduc
prediction cap
MAPE values
2, 6, 12, and 24
ore consistent 
e. 
d, as shown in
echniques an
s seemingly t

evertheless, L
tion algorithm
with strong n
y questionable

albeit invariab
th those of 

m Figs. 3 a
forecasting is 
le to the cons
rison specific 

r hand, comp
chniques wit
gorithms, show
asing while fo
ses again. F
BF has the la
-hour to 12-h
an MLP does

absent in RB
nd 1-hour-ahe

d in Table III, 
horter than tha
ul forecasting 

of the number 
RBF for 1-hou

 
ABLE III 

MLP AND RBF T

MLP 

75 

50 

es the Gain se
pabilities, as 
s for differen
4 hours) and h
in terms of ti

n Fig. 7, LR 
nd its gain i
the most cons
R controvers

m using the pr
nonlinearity, a
e prediction c
ly significant 
MLP and R

and. 4, inse
intended. The

sistent inaccu
to the training

parison betwe
th more app
ws that the Gai
orecasting 6-ho
For 1-hour 
arger gain th

hour-ahead for
. The Gain of

F networks. 
ead forecastin
in which the t
t of MLP, ind
technique wh

of epochs durin
ur-ahead forecas

TECHNIQUES 

RBFN

25 

15 

erved as an in
larger gain i
nt forecasting

hence the forec
ime spam with

has the large
increases smo
sistent techniq
ially trains it
reviously men
and conseque
capabilities re
in absolute v

RBF, which c
ensitive to n
erefore, the G
racy and is o
g signals colle

een MLP and
propriate non
in for RBF inc
our-ahead load

and 2-hour
han MLP doe
recasting, it h
f MLP is incr

ng with 
time of 

dicating 
hen fast 

 

ng the 
sting 

dicator 
implies 
g time 
casting 
hin the 

st gain 
oothly. 
que for 
ts own 
ntioned 
ently is 
esulting 
value in 
can be 
neither 

Gain of 
omitted 
ected in 

d RBF, 
nlinear 
creases 
ds, and 
r-ahead 
es, but 
has the 
reasing 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:8, No:11, 2014 

1998International Scholarly and Scientific Research & Innovation 8(11) 2014 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:8

, N
o:

11
, 2

01
4 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/9

99
96

97
.p

df



 

po

m
pr
fo
ob
sh
co
th
lo
th
sa
1-

RB
m
te
a 
sig
co
hu
w
pl

fo
tra
in
w
ra
fro
fu

ositively than 

GAIN FOR N-HO

N HOURS 

1 

2 

6 

12 

24 

 

Fig. 7 Abso

D. Compariso

First, the MA
models using 
resented in Ta
orecast 24- an
btained for t
hort-term are
omparing the 
hree technique
owest MAPE, 
he best predic
ame result ca
-hour-ahead fo

Thus it can b
BFN are enh

models using R
chniques. By 
more compre
gnal, which c
ompared the f
umidity data a

weather inform
lays a vital rol

Second, the
orecasting with
aining time of

ndicating that R
when fast learn
adial basis func
om a center p

unctions used 

the one of RB

TA
OUR-AHEAD FORE

LR 

0.67 

0.91 

0.94 

0.97 

1 

olute values of 
thr

on and Discus

APEs of the 
all three tech
able I. Compa

nd 1-hour-ahea
the last mod
e taken into 

MAPEs for 
es, it can be o

being 7.92%
ction accuracy
an be also 
orecasting mo

be concluded th
hanced as abs
RBFN are bot
comparison to
ehensive and 

contributes to 
forecasting re

as one of the in
mation can also

le in short-term
e training ti
h MLP and RB
f RBFN is thr
RBFN is a mo
ning is requir
ctions whose v
point as activa

by MLP. Th

BF. 
 

ABLE IV 
CASTING BY USIN

MLP 

0.36 

0.48 

0.73 

0.95 

1 

Gain for N-hou
ree techniques 

ssion 

24- and 1-ho
hniques are 
aratively, usin
ad loads, low
el since load

consideratio
24-hour-ahea

observed that 
%, substantiatin
y for this fore
observed fro

odel.  
hat the predic
solute values 
th the lowest 
o the results o

suitable mod
a lower value

esults by add
nput variables
o affect the pre
m load foreca
ime of 24- 
BFN is compa
ee times short
ore powerful f
red. This is b
value depends
ation function
he typical act

NG THREE TECHN

RB

0.

0.

0.

0

ur-ahead forecas

our-ahead fore
compared, w
ng each techn

wer MAPE val
d variables o
on. In additi
ad forecasting
RBFN provi

ng that RBFN
ecasting mod

om the MAP

tion accuracie
of MAPEs f
among all th

f [10], we imp
del regarding 
e of MAPE. A

ding temperatu
s. It indicates t
ediction accura
sting. 

and 1-hou
ared in Table I
ter than that o
forecasting tec
because RBF
s only on the d
ns instead of s
tivation funct

 

NIQUES 

BF 

39 

77 

43 

.8 

1 

 

sting of 

ecasting 
which is 
nique to 
lues are 
of very 
on, by 
g using 
ides the 
N gives 
del. The 
PEs for 

es using 
for two 
he three 
plement 

to our 
Also we 
ure and 
that this 
acy and 

r-ahead 
III. The 

of MLP, 
chnique 

FN uses 
distance 
sigmoid 
tion for 

RB
va
ne
RB
adj
fro
en
to 
loc
be 
tra
som
acc

mo
lar
for
mo
ran
co
err
inc
lar
ind
for
alg
da
dim
Th
dep
the
ML
ha
ha
of 
sm
mi
esp
RB

of 
the
low
Th
tim
are
co

ass
for
in 
use
Al
mo
W

BF is a Gaussi
alues that are 
uron are chan

BFN is the ab
djusted in the 
om hidden la
nsured by linea

be found and 
cality type of 
 trapped into a

aining in case
metimes happ
celerating trai
Finally, we a

odels by usin
rger gain imp
recasting time
ore consistent
nge. We con
nsistent behav
ror. It is obse
creasing posit
rger than the 
dicates that RB
recasting. Thi
gorithm as the
ata points ar
mensional fea
he drawbacks 
pendent on th
e clusters mus
LP structure w

as one layer so
as curse of dim
f units. In addi
mall pilot with
issing data. W
pecially when
BF technique t

Demand Resp
f Smart Grids 
e DR mechani
w demand o
herefore, LF p
me spam wher
e applied for 
mparing their
In this study
sessed and 
recasting. It ca
the evaluatio

eless to forec
lso we comp
odels in terms

We can conclud

ian, that is, the
far away from
nged. The ma
sence of hidd
learning proc

ayer to outpu
arity and has a
hence the proc
learning so th
a local minima
e of no error 
pened by MLP
ining. 
analyze the G
ng three techn
plies more sim
e lengths and h
t in terms of 

nclude that M
vior with shor
erved from Fi
tively like the
Gain of MLP

BF is not cons
is is mainly
e training algo
re mapped f
ature space thr

of this algor
he initial positi
st be separated
which has one
o it requires m
mensionality a
ition, since ou
h actual users

With its high s
n the dataset h
to forecast dif

V. CON

ponse is a valu
and Smart M
isms to shift r
or high ava
lays a fundam
rein variabilit
STLF over th

r performance
y, three techn

compared fo
an be conclud
on have stron

cast the loads 
pare both 24
s of absolute 
de that RBF is

ere is only a s
m its center i
ain difference
den layer weig
cess are only 
ut layer. The
a single minim
cessing is rapi

here is no dou
a and there is n
decreasing w

P during the tr

Gain for N-hou
niques, as sho
milar MAPE 
hence the fore
time spam w

MLP is charac
rt-term range 
g. 7 that the 
 one of MLP 
P and someti
sistent in any 
because we u

orithm for RB
from input s
rough a nonlin
rithm are that 
ion of the clus
d linearly. Bes
e or more hidd
more hidden n
and difficultie
ur data are col
s, it is reasona
sensitivity to t
has noise, it i
fferent time sp

NCLUSIONS 

uable feature i
Micro Grids. A

reliably energy
ailability of 

mental role esp
ty is higher. D
he years but t
s. 
iques, i.e. LR
or 24- and 
ded that electri
ng nonlinear 
and the forec

4- and 1-hou
forecast error

s the best techn

small effect fo
f parameters 

e between ML
ghts. The para

the linear m
refore, the e
mum which is
id. Besides, R

ubt that RBF w
no need to rest

with further it
raining proces

ur-ahead forec
own in Table 
values for di

ecasting techn
within the shor

cterized by a
in terms of fo
Gain of RBF
and it is som

imes smaller, 
time spam len
use kernel k-
F network, in
space to a 
near transform
its final solu

ster centers, an
sides, compare
den layers, RB
neurons and h
s with large n
llected from t
able that ther
the initial con
s not reliable 
pam randomly

in current and
Accurate LF ca
y usage to per
renewable e

pecially in shor
Different tech
there are few 

R, ANNs, RB
1-hour-ahead

ic signals cons
behavior so 

cast errors are
ur-ahead forec
rs and training
nique to perfo

or input 
of that 

LP and 
ameters 

mapping 
error is 
s easily 

RBF is a 
will not 
tart the 
eration 
ss, thus 

casting 
IV, as 

ifferent 
nique is 
rt-term 
a more 
forecast 
F is not 
metimes 

which 
ngth of 
-means 

n which 
higher 

mation. 
ution is 
nd also 
ed with 

BF only 
hence it 
number 
the real 
re exist 
ndition, 

to use 
y. 

d future 
an help 
riods of 
energy. 
rt-term 

hniques 
papers 

BF, are 
d load 
sidered 
LR is 

e large. 
casting 
g time. 
orm LF 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:8, No:11, 2014 

1999International Scholarly and Scientific Research & Innovation 8(11) 2014 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:8

, N
o:

11
, 2

01
4 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/9

99
96

97
.p

df



 

 

in the chosen settings because not only has it the smallest 
absolute error, but also it has highest computing speed which 
can enable RBFN to be potentially applied to attaining 
real-time LF which in principle requires fast learning. In 
addition, we introduce the gain to analyze the consistency of the 
forecasting techniques and consequently conclude that it is 
particularly encouraging as MLP may be extended to forecast 
the loads of any time length within this range for our signals. 
Although RBF has the highest prediction accuracy, it is 
sensitive and not consistent if we need to forecast the loads of 
different time spam randomly. In contrary, MLP is the best 
choice among these three forecasting techniques for our signal 
from the concrete scenario if we need to do forecasting with 
different time spam randomly. 
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