
 

 

  

Abstract—This paper describes an automated implementable 
system for impulsive signals detection and recognition. The system 

uses a Digital Signal Processing device for the detection and 

identification process. Here the system analyses the signals in real 

time in order to produce a particular response if needed. The system 

analyses the signals in real time in order to produce a specific output 

if needed. Detection is achieved through normalizing the inputs and 

comparing the read signals to a dynamic threshold and thus avoiding 

detections linked to loud or fluctuating environing noise. 

Identification is done through neuronal network algorithms. As a 

setup our system can receive signals to “learn” certain patterns. 

Through “learning” the system can recognize signals faster, inducing 

flexibility to new patterns similar to those known. Sound is captured 

through a simple jack input, and could be changed for an enhanced 

recording surface such as a wide-area recorder. Furthermore a 

communication module can be added to the apparatus to send alerts 

to another interface if needed. 

 

Keywords—Sound Detection, Impulsive Signal, Background 
Noise, Neural Network. 

I. INTRODUCTION 

UTOMATIC sound and speech detection has received 

noticeable attention and achieves remarkable 

performance in everyday use of devices [1], [2]. However, the 

aspect of studying noise and extracting interesting samples 

from it is more abstract as it usually implies specific analysis 

[3]-[5]. The goal of present project is to detect and identify 

specific sounds that could be related to a dangerous situation. 

A dangerous situation is defined as an event that could bring 

harm to a nearby person in the area. If these situations 

accompanied by a sound, these events could be classified, 

such as a gunshot or someone screaming. The particularity of 

these singular events is their impulsive nature.  

To study such signals several techniques are used to catch 

impulsive signals, and to compare them [6]. They are unable 

to detect precise characteristics in a noisy or urban 

environment. Sound classification has already been studied [7] 

and can be done using a combination of techniques to obtain 

efficient classifier (ICA, etc…). The proposed set of features 

has the ability to distinguish similar sounds whose sources 

have the same geometry and size but with different materials. 

Thus, considering that the same result can be achieved using 

different methods, present paper will focus on the technique 

used to detect and analyse impulsive signals and determine 
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their nature. The systems recognition process evolved into the 

use of a neural network [8]. The complexity and needs for 

neural network vary in limitations and uses. Here a single 

layer neuron has been used [9] for the differentiation method 

explained in Part III. The ability to detect sounds related to 

dangerous situation could lead to a new type of security 

devices. This equipment could be added to existing video 

cameras and significantly improve the efficiency of security 

infrastructure. In order for the system to be considered as 

effective and trusty it must be reliable, real time and robust. 

These three objectives are kept in line during the entire 

process which was developed in present study. 

II. SYSTEM DESCRIPTION 

A. Preprocessing: Sound Feature Extraction 

Through a mesh of constant background noise, the detection 

process must be able to detect an irregularity close to 

environment noise level. Furthermore complications are met 

with variation of background noise level. 

To register environing events, a standard microphone is 

used to capture sound waves as electric readings. These 

analogic readings are converted to numeric values, by audio 

codec AD1836, from ADSP-BF533 evaluation board. The 

continuous noise input, converted as short integers (16 bits), is 

stored and segmented by a buffer of 512 bits. Once this buffer 

is full, the stream is recorded on another buffer and one can 

now process the current one. 

Fast Fourier Transform (FFT) is applied on the recorded 

values, in order to bring out signal frequency dimension in the 

space of which frequency characteristics can be found. Each 

sound spectrum carries over characteristics from its source. 

 

 

Fig. 1 Gunshot FFT Spectrum vsTtime 
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Fig. 2 Breaking Glass FFT Spectrum vs Time

 

Figs. 1 and 2 show that the spectra of the two different 

sounds are clearly differentiable. In the gunshot case, lowest 

and middle frequency amplitudes are very low whereas the 

breaking glass spectrum shows that almost every frequency 

has intense amplitudes. To obtain Figs. 1, 

be normalised in order to produce a slightly less variable level 

of intensity. Furthermore, normalizing the signals enables to 

start detecting the particularities of sounds under reading. 

Present project is intended to find impulsive abnormality and 

characteristics of researched sounds inside collected noises.

Over a 10-millisecond block of values, all amplitudes A(fn) 

for each frequency fn are summed up to form a single 

amplitude curve I(�n) given by. 
 

I_fn=∑ A��
���	
�
����
   

 

This curve is then normalised and one obtains a simple 

curve which will be used for next processing steps of the 

analysis. 

The use of threshold mechanism through filtration and 

normalisation proves to be effective even in noisy 

backgrounds. The detection is still robust, to a certain degree, 

to an added artificial white noise background. Furthermore 

real-world background noises prove to be less critical, and 

similar detection systems have a higher percentage of success 

[10]. Figs. 3 and 4 correspond to different and comparable 

curves. Through differentiation or subtraction one can 

determine that they do not come from the same source.

 

Fig. 3 Normalised Frequencies Sumfor a Gunshot
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Normalised Frequencies Sumfor a Gunshot 

Fig. 4 Normalized Frequencies Sum for Breaking Glass

B. Classification 

In order to classify the inputs a Feed Forward Neural 

Network (FFNN) is used [11]. The FFNN is divided into three 

parts, one input layer, one or more hidden layers a

output layer, see Fig. 5.These layers are connected together

and process the input in order to draw conclusions on the 

nature of the sound. During the learning process the Neural 

Network is trained to recognize sounds such as gunshots, glass 

breaking and alarms. This learning process generates a weight 

matrix for every connection between two neurons which is 

then implemented in the system. Once the feature has been 

extracted, the data are used as 

Conclusions are drawn depending on

best probability. 

Fig. 5 Neural Network Structure

C. System Architecture 

 

Fig. 6 Diagram Structure of Processing Steps

 

 

Frequencies Sum for Breaking Glass 

In order to classify the inputs a Feed Forward Neural 

Network (FFNN) is used [11]. The FFNN is divided into three 

parts, one input layer, one or more hidden layers and one 

5.These layers are connected together 

and process the input in order to draw conclusions on the 

nature of the sound. During the learning process the Neural 

Network is trained to recognize sounds such as gunshots, glass 

breaking and alarms. This learning process generates a weight 

very connection between two neurons which is 

then implemented in the system. Once the feature has been 

xtracted, the data are used as input layer in the FFNN. 

Conclusions are drawn depending on the class of sound with 

 

 

Neural Network Structure 

 

Diagram Structure of Processing Steps 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:8, No:9, 2014 

1654International Scholarly and Scientific Research & Innovation 8(9) 2014 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:8

, N
o:

9,
 2

01
4 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/9

99
96

21
.p

df



 

 

In order to conduct the feature extraction and the 

classification a Digital Signal Processor ADSP-BF533 has 

been used. The sound input is provided by a “.wav” file. The 

output is in the form of an integer; each type of sound has an 

ID (ex. 1: Gunshot, 2: Glass Breaking, 3: Alarm). Once the 

sound has been identified the system can communicate the 

information to the relevant authorities. 

III. RESULTS 

Three classes of sound have been tested directly on the 

system, gunshots (1), glass breaking (2) and alarm signal (3). 

Each class includes ten samples of different sounds. First test 

consisted on playing the sample without background noise. 
 

TABLE I 

TEST RESULTS WITHOUT BACKGROUND NOISE  

Class Recognition accuracy (%) 

Gunshot 86 

Glass breaking 93 

Alarm signal 95 

 

The second conducted test consisted in mixing the samples 

with background noises extracted from a public area. 
 

TABLE II 

TEST RESULTS WITH BACKGROUND NOISE  

Class Recognition accuracy (%) 

Gunshot 69 

Glass breaking 90 

Alarm signal 92 

 

It can be seen from Tables I and II that the recognition 

accuracy for gunshot class (1) decreases while it stays almost 

unchanged for glass breaking (2) and alarm signal (3) classes. 

This can be explained by the fact that gunshots are more likely 

to merge with background noises as their frequency is very 

low whereas the two other classes operate in a different 

frequency range.  

In this sense, present system brings a major difference with 

similar systems able for instance to detect gunshots [12], [13]. 

It has the ability to differentiate several sounds from one 

another by finer analysis of their frequency spectra with and 

without background noise as illustrated by results on Tables I 

and II. It can thus provide relevant results for use in security 

domains for instance. It should be borne in mind that present 

set-up is not intended as in other approaches [14], [15] to 

recognize any sound which usually requires large Neural 

Network and long training period with sometimes weak 

determination. Here the system has been specialized to the 

specific class of very typical sounds related to dangerous 

situations. It is then possible as a consequence of this 

restriction to focus on their characteristic features with higher 

efficiency even with modest equipment. 

IV. SYSTEM PROPERTIES 

A. Low Cost Alternative 

The development of present project was undertaken with 

evaluation board from Analog Devices, the ez-kit associated 

with ADSP-BF533 board which, as well as the software 

associated with it, is relatively expensive. However system 

architecture portrays is quite simple. For the experiment, a 

direct analog input was used for sounds submission into the 

system. However for live capture, a microphone and an 

amplification circuit will be needed. Once the input is dealt 

with, the analytical part of the system requires tailoring for the 

specific process. A tailored circuit reduces components waste 

and surplus expenses. 

Information processing can be done through the use of 

converters, amplifiers, arithmetic logic units and memory 

space. These circuit necessities can be found in digital signal 

processors. To achieve a low-cost design the DSPic, by 

microchip, comes equipped with the basic necessities. 

B. Robustness 

The analysis applied to captured inputs, focuses on precise 

variables and excludes others, somewhat similar to a white 

list. The raw sound is broken down into analogical variables, 

and over a period of time the range of possibilities and 

differences are practically innumerable. This is especially the 

case with a particularly noisy background or with particularly 

loud recorded sounds.  

As involved process does not trigger differences through a 

threshold mechanism, unimportant or any loud artefacts are 

not flagged in system records. The process breaks down the 

variations of a recording time period and bases the analysis 

upon signal frequency signature.  

As seen in Figs. 3 and 4, a certain sound has its own 

signature in the frequency domain. This signature can be 

considered as print or archetype for its respective class of 

sounds. Though two sounds of same nature might vary in 

intensity or in time, the frequencies they generate are unique 

and intrinsic to their nature.  

Sounds of same nature should present the same frequency 

pattern, it is a possibility that this pattern can vary depending 

on the composition or the event triggering the sound. Indeed 

the event of glass shattering might present different frequency 

patterns depending on its molecular composition, and this is 

also true depending on the surface condition the glass is 

shattered with. Nevertheless if the variations are small and as 

the system compares pattern similarities, it is possible to 

define an exactness threshold below which the sounds can be 

considered as similar.  

The system manages to differentiate two sounds effectively 

through the frequency analysis and, as shown in previous 

example, a slight variation in the signature proves that the 

sound might be similar but its nature is different. So the 

system proves to be robust in the differentiation of two 

sounds. 
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Fig. 7 Sketch of Sound Analysis Process 

C. Limits 

Despite the ability of present system to detect disruptive 

sounds with high frequency components, sounds with low 

frequency are more likely to merge with background noises. In 

order to build an effective security system more classes of 

sounds, or noises, should be covered as well as effective pre-

processing and filtering techniques in order to submit more 

relevant information to FFNN. Other disruptive sounds like 

human screams are very complicated to identify as a 

dangerous event, because screams can be used in various safe 

situations as well. 

If kept in consideration a big difference between two 

sounds, initially defined as of same nature, brings out 

questions on testing conditions. Two events of “glass 

shattering” are indeed of same nature, but glass shattering 

against a hard surface and glass shattering against a soft 

surface might have to be considered as of two different 

natures. 

V. CONCLUSION 

With low cost equipment it has been possible to detect three 

classes of sounds related to dangerous situations. 

Experimental results show reliability and robustness of 

proposed approach against disturbance from background 

noises. Additional filtering and pre-processing could be used 

to increase system detection rate. Shot detection equipment 

has already been adopted in some places like banks or public 

areas. Present design could lead to a new way of considering 

public safety by allowing security systems to detect dangerous 

events and communicate with relevant authorities in complete 

autonomy. 
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