
 

 

 
 Abstract—Information of nodes’ locations is an important 

criterion for lots of applications in Wireless Sensor Networks. In the 
hop-based range-free localization methods, anchors transmit the 
localization messages counting a hop count value to the whole 
network. Each node receives this message and calculates its own 
distance with anchor in hops and then approximates its own position. 
However the estimative distances can provoke large error, and affect 
the localization precision. To solve the problem, this paper proposes 
an algorithm, which makes the unknown nodes fix the nearest anchor 
as a reference and select two other anchors which are the most 
accurate to achieve the estimated location. Compared to the DV-Hop 
algorithm, experiment results illustrate that proposed algorithm has 
less average localization error and is more effective. 

  
Keywords—Wireless Sensors Networks, Localization problem, 

localization average error, DV–Hop Algorithm, MATLAB.  

I. INTRODUCTION 

IRELESS sensor networks (WSNs) consist of numerous 
small, inexpensive, low- power sensor nodes working 

together to collect some necessary information from an 
environment [1], [2]. The sensor nodes have perception, 
processing, and communication ability [3]. 

In many applications of WSNs, the collected data are of no 
significance if the locations of sensors are unknown, as the 
position is necessary to locate events that occurred in WSNs.  

Localization algorithms in WSNs can be divided into two 
kinds: range-based algorithms and range-free algorithms [4], 
[5]. Range-based algorithm needs to calculate the absolute 
distance between two nodes. To achieve this, different 
techniques are used: time of arrival (TOA) [6], time difference 
on arrival (TDOA) [7], angle of arrival [8], and received 
signal strength indicator (RSSI) [9], [10]. Range-free 
algorithm measure the localization of nodes on the basis of the 
information of hop count or connectivity between anchor node 
and unknown node. We can note different techniques such as, 
centroid algorithm, DV-Hop algorithm, APIT algorithm [11], 
and Sequence-Based algorithm [12]. 

The range-based approaches offer more precise localization 
results than the range-free algorithms. Because of the 
hardware limitations of WSN devices, the range-free 
localizations are being perceived as a cost-effective alternative 
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to the more expensive range-based approaches. Consequently, 
the Range-free localization algorithms have received more and 
more attention. 

The DV-Hop localization algorithm is the most widely used 
at the present time, for the reason that it is not complicated, 
and is more practical. For the DV-hop algorithm, which nodes 
are randomly distributed in a network environment, there is a 
big error. We have to develop a correction for this.  

Recent researches [13] propose an algorithm to correct the 
position of DV-Hop, based on the estimated distance to the 
nearest anchor. In [14], improved DV-Hop algorithm consists 
of selective 3-anchors DV-hop algorithm, based on the 
connectivity vector. In this paper we will exploit the two last 
ideas to develop an algorithm in which an unknown node can 
calculate its position by selecting three anchors with reference 
to the nearest one. 

This paper is organized as follows: in Section II, we will 
present the localization problem. DV-Hop algorithm is 
presented in Section III. In Section IV, we will present the 
relationship between the nearest anchor and the minimal error. 
In Section V, we will introduce our improved algorithm. 
Simulation results are provided in Section VI. The last section 
is to conclude this paper. 

II. LOCALIZATION PROBLEM 

The difference between the estimated coordinate and the 
actual coordinate is the location errors given by the following 
formula:  

 
2

nn
'2

nn
' )y-(y-)x-(xnError             (1) 

 
where x , y  are the estimated coordinates of the node N, 
and x , y  its actual coordinates. 

The most important criterion of the localization problem is 
the localization average error. In this paper, it is expressed in 
percentage, as follows: 
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where R is the communication radius and N is the number of 
nodes.    

III. DV-HOP ALGORITHM 

 DV-hop is a distributed hop by hop positioning algorithm 
proposed by Dragos Niculescu and Badri Nath [15]. The 
algorithm implementation is composed of three steps. After 
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the first phase, all nodes in the network obtain the minimum 
hop count values to all anchor nodes. 

In the next step, once an anchor gets hop-count value to 
other anchors, it estimates an average size for one hop. Then 
the estimated average size is transmitted to the whole network. 
The average hop-size is calculated using the following 
formula: 

 








ij
ij

ij
i h

Hopsize

2
ji

2
ji )y-(y-)x-(x

       (3) 

 
where ),(),,( jjii yxyx  are respective coordinates of 

anchor i and anchor j. 
ijh are the hops between anchor i and 

anchor j. 
After all unknown nodes have received the hop-size from 

anchor nodes which have the least hops between them, they 
compute the distance to the anchor nodes based on two 
factors: hop-size and minimum hop count (h , using the 
following formula: 

 

iidi HopSizehd *                     (4) 

 
In the third step, unknown nodes calculate their position 

according to the distance to each anchor node obtained in the 
second step. 

Let  x, y  be the coordinates of the unknown node, and 
x , y , the coordinates of anchor i. Let’s say d  is distance 

between anchor i to unknown nodes, and then we have the 
following formula: 
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The formula (5) can be schemed with the following linear 

equation: 
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The position of the unknown node is obtained by using least 

square method, which can be expressed as: 
 

BAAAP TT 1)(                           (9) 

IV. THE RELATIONSHIP BETWEEN THE NEAREST ANCHOR AND 

THE MINIMUM ERROR 

In this section we present the principle of our algorithm. We 
use a typical example of network topology, which operates in 
a 50*50m2 area with 10 nodes randomly distributed inside. 
The communication range of all the nodes is set to 20m. 
Between the 10 nodes, there are 4 anchors: A1, A2, A3 and 
A4, which already know their positions. The normal nodes are 
N1 N2 ….N6, and they do not know their positions.  

The typical example is shown in this figure: 
 

 

Fig. 1 10 nodes randomly deployed 
 
From the first two steps of the DV-hop algorithm, a normal 

node can obtain the minimum number of hops, and the 
distances that separate it from each anchor. Then, the 
unknown node N  calculates its estimated position by 
multilateration. 

Let’s consider a network of Na anchors. So, instead of using 
all the estimated values, three distances from three different 
anchors are sufficient for Ni to calculate its position by 
trilateration. 

From Na anchors, the total 3-anchor groups are CN  groups. 

So, N   can obtain CN  estimated positions. 
In our example, the number of anchors is four. We can have 

four 3- anchor groups that are: (1, 2, 3), (1, 2, 4), (1, 3, 4) and 
(2, 3, 4). 

The estimated positions of the unknown nodes of these 
different combinations are measured by trilateration using (9). 
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1) Experience: 

The following table presents the results of simulations 
corresponding to location errors for different combinations: 

 
TABLE I 

COMPARISON BETWEEN THE VARIOUS ERRORS OF DIFFERENT COMBINATIONS 
           Combinations 
Nodes 

(1, 2, 3) (1, 2, 4) (1, 3, 4) (2, 3, 4) 

N1 9.401 3.925 19.941 72.242 

N2 14.369 18.456 74.318 37.352 

N3 3.527 13.442 115.28 27.906 

N4 6.745 9.977 39.355 14.132 

N5 1.524 6.456 12.073 3.401 

N6 6.538 1.113 6.014 30.563 

 

Table I shows, for each node, different errors from 4 
different combinations. We will group in another table, for 
each node, the minimal error, its corresponding combinations 
and its nearest anchor. We will present also in the same table 
the error given by DV-Hop. 

 
TABLE II 

RELATIONSHIP BETWEEN THE MINIMAL ERROR AND THE NEAREST ANCHOR 

Nodes 
DV-Hop 

error 
The minimum error 

for each node 
The corresponding 

combination 
The nearest 

anchor 
N1 8.813 3.925 (1,2,4) 1 

N2 12.796 14.369 (1,2,3) 1 

N3 8.690 3.527 (1,2,3) 2 

N4 7.334 6.745 (1,2,3) 3 

N5 3.970 1.524 (1,2,3) 4 

N6 3.144 1.113 (1, 2, 4) 4 

 
From this table, we can notice the following: 

 There are error values which have a better precision than 
DV-Hop error. 

 The nearest anchor exists in all combinations giving the 
minimal error except for node 5. All the same, node 5 has, 
with its closest anchor, an error value of "3,401", which is 
smaller than that given by DV-hop. 

 Node 2 is the only one that has a greater error than 
indicated by the classical DV-Hop algorithm. 

2) Interpretation of Results: 

We can interpret these results as follows: 
 Many anchors do not, necessarily, always give good 

results.  
 Just three anchors, well-located geographically in relation 

to the unknown node, are sufficient to improve the 
accuracy position.  

 The number of hops between N2 and anchors A1, A2, A3 
and A4 are respectively 1, 2, 3, and 3. 

 In order to reduce the number of hops between N2 and 
anchors 3 and 4, we assume that there is a virtual node 
N7, which coordinates are the average positions of 
neighboring anchors: 
 

   
m

x
x

m

i i  1     ,  
m

y
y

m

i i  1                          (10)  

where m is the number of anchors. And ),( ii yx their 

different coordinates. 
The following results are found: 

 
TABLE III 

RELATIONSHIP BETWEEN THE MINIMAL ERROR AND THE NEAREST ANCHOR 

WITH ADDITION OF VIRTUAL NODE N7. 
Nodes Minimal 

error 
Minimal error 

with virtual node 
The corresponding 

combination 
The nearest 

anchor 
N1 3.925 3.925 (1,2,4) 1 

N2 14.369 1.1221 (1,2,4) 1 

N3 3.527 3.527 (1,2,3) 2 

N4 6.745 6.745 (1,2,3) 3 

N5 3.401 3.401 (2, 3, 4) 4 

N6 1.113 1.113 (1, 2, 4) 4 

 
Bold values are modified by the addition of virtual node 

N7. The number of hops of N2 to anchors A1, A2, A3 and A4  
changes respectively from (1, 2, 3, and 3) to (1, 2, 2, and 2). 
We can see from these results: 
 The contribution of adding a virtual node is very 

significant on reducing error of node 2. 
  The combination, giving the new minimal error of N2, is 

changed with keeping the same nearest anchor. 
 Other nodes maintain the same error values, the same 

combinations and their same closest anchors. 
Note: We can find similar results if we change the 

communication radius from 20 to 21 meters. 
From these results, we can conclude that we can avoid such 

error when we change the density of network, or the 
communication range. 

V. THE STEPS OF THE IMPROVED ALGORITHM 

The algorithm proposed involves 4 steps.  
Step 1. In this step we execute firstly DV-Hop algorithm. Each 

anchor calculates and broadcasts the average distance 
per hop for the whole network, and every unknown 
node fixes its nearest anchor, which will be considered 
as a reference node.  

Step 2. Each time, the unknown node chooses any two anchors 
and is localized by trilateration, along with the 
reference anchor node. So, we should record the results 
of all combinations. 

Let's suppose that we have 4 anchor nodes, and the nearest 
anchor of node N1 is A1. Consequently, the different 
combinations for N1 are: (A1, A2, A3), (A1, A2, A4) and (A1, 
A3, A4), giving respectively three different positions: N11, 
N12, N13. 
Step 3. Let's calculate these positions’ error of N1 using (1) 

and we will select the least error value.  
Step 4. Let's assume that the combination giving the least error 

is (A1, A2, A4). So, N1 will consider N12 as its 
estimate position. 

VI. SIMULATION AND ANALYSIS OF EXPERIMENTAL RESULTS 

To evaluate the performance of the developed algorithm, 
we use Matlab to simulate the network scenario and determine 
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the localization results. The experiment region is a square with 
the fixed size of 50*50m2 and the radio range of sensor nodes 
(R) is set to 20 meter. 

 

 

Fig. 2 50 nodes randomly distributed, among them 10 are anchor 
nodes 

 

 

Fig. 3 The error diagram of the unknown nodes 
 

Fig. 3 represents the error diagrams of DV-hop algorithm 
and the developed algorithm. These diagrams correspond to 
the location errors of the nodes of Fig. 2. It is clear that the 
locations errors calculated by the improved algorithm are 
smaller than those calculated by the DV-hop algorithm. 

1) Experience 1 

We deploy 50 sensor nodes randomly in the simulation 
area. The ratio of anchor nodes is 10%, respectively, 20% 
...50%. The simulation results are presented in the following 
table:  

 
TABLE IV 

THE AVERAGE LOCATION ERROR UNDER DIFFERENT PERCENTAGE OF 

ANCHOR NODES 
Ratio of anchor DV-Hop Developed algorithm 

10% 56.98 32.37 

20% 31.49 11.25 

30% 28.58 07.20 

40% 26.66 05.02 

50% 26.06 04.15 

 

Fig. 4 The average location error under different percentage of 
anchor nodes 

 
The algorithm proposed in this paper is an improved DV-

Hop algorithm based on the nearest anchor. The evaluation 
criterion of the localization problem is the average localization 
error. The experimental results are shown in Fig. 4. In this 
figure the average location error of the two algorithms shows a 
decreasing trend at every increase in the proportion of anchor 
nodes. In the entire process, and in the same conditions, the 
positioning accuracy of the improved algorithm is superior to 
the original DV-hop. For example, in the anchor node ratio of 
30%, improved DV-hop algorithm is 07.20%; which is lower 
by 21.38% than the average error of the traditional algorithm. 
This shows the superiority of the improved algorithm over the 
original DV-Hop algorithm.  

2) Experience 2 

In this experience, we keep the parameter of anchor 
proportion of 20%, and the total number of nodes changes 
from 20 to 60. 

 
TABLE V 

THE AVERAGE LOCATION ERROR UNDER 20% OF ANCHORS AND DIFFERENT 

NUMBER OF UNKNOWN NODES 
Number of unknown nodes DV-Hop Algorithm Developed Algorithm 

20 59.56 40.66 

30 41.67 22.06 

40 37.10 18.90 

50 34.78 13.48 

60 32.16 10.88 

 

 
Fig. 5 The average location error when the anchor ratio is 20% 
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