
 

 

  
 Abstract—In this short paper, new properties of transition matrix 

were introduced. Eigen values for small order transition matrices are 
calculated in flexible method. For benefit of these properties 
applications of these properties were studied in the solution of 
Markov's chain via steady state vector, and information theory via 
channel entropy. The implemented test examples were promised for 
usages.  
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information theory. 

I. INTRODUCTION 
RANSITION matrices are important and has wide 
applications. They are used in solutions of differential 

equations, information theory, steady state vector, Markov's 
chain, and others. Chen et al. used transition matrix in straight 
wires [1], Kreinin and Sidelnikova studied the regularization 
algorithms [2], Bauchau studied “An Implicit Floquet 
Analysis for Rotorcraft Stability Evaluation” [3], Boyd studied 
the fastest mixing Markov chain in a graph [4], and Shieh used 
the Kolmogorov-Sinai Entropy for calculating eigenvalues [5]. 

In this paper a new proposed approach was introduced for 
calculating the eigen value problem of small order transition 
matrices, say submatrices of large matrix. For more efficiency 
of our approach, many applications were implemented. These 
applications involve Markov's chain via steady state vector, 
and information theory via channel entropy. 

II. BASIC CONCEPTS  
The basic mathematical concepts which needed in this 

paper are showing as follow.  
Definition 1 Let A  be nn×  matrix and vAv λ= for scalar 
λ  and vector v  then λ is called eigen values of a, and v be 
the corresponding eigen vector [6]. 
Definition 2 Let T be nn×  matrix, and then T is called 
transition matrix if each column has the sum one. 
Theorem 1 Let A a be nn×  matrix and λ  be the eigen 
values, then 
1) λ∏=A  

2) λ∑=)(Atr  [6]. 
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III. PROPERTIES OF TRANSITION MATRICES 
In this section a new propositions concerned for calculating 

the eigen values of transition matrices are studied.  
Proposition 1: 1)(1 =Tλ  
Proof:  

Without loss of generality, let T be 33×  matrix, then 
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T  is transition matrix, so the sum of each column is one. 

Equation (1) becomes: 
 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

+−−−−−−
−−−
−−−

=−

231322122111

232221

131211

3

)1()1(
1

1

tttttt
ttt
ttt

TI           (2) 

 ⎯⎯ →⎯ + 21 rr
 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

+−−−−−−
−−−−−−

−−−
=−

231322122111

231322122111

131211

3

)1()1(
11

1

tttttt
tttttt

ttt
TI              (3) 

32 rr −=⇒                                                                (4) 

03 =−⇒ TI                                                            (5) 
 
By definition 1, for non zero vector u , 
 

0)( 3 =− uTI                                     (6) 
 
Then  

uTu =  .                                     (7) 
⇒  

1)(1 =Tλ                                     (8) 
Proposition 2 
1) If T  be 22×  matrix, then )(Tλ  are 1 and T  . 

2) If T  be 33×  matrix , then )(Tλ  are 1 and 
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where ,1)( −= Ttrc  and TD = . 

Proof  
One can prove it by using Theorem 1 and Proposition 1. 

IV. APPLICATIONS OF TRANSITION MATRICES 
This section was concerned for applications of eigen values 

problem of transition matrix. The applications were 
represented by steady state vector of Markov chain, solutions 
of differential equations, and the probability of receiver in 
information channel matrix. 

A. Solutions of Steady State Vectors 
By taking  
 

uTu =                                       (9) 
 
Then   

uPTuP 11 −− =                                 (10) 
⇒  

uPuPTPP 111 )( −−− =                         (11) 

⇒  

vDv =                                       (12) 
 
where  

uPv 1−=                                   (13) 
 
For explaining, one can take the following two examples 

Example 1 
 Let 
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T be the transition matrix of the weather 

(rainy or dry) then the probability vector or steady state vector 
u is calculated generally by iterations [6].  

Now u is calculated using our approach as follows
17.0,1)( =Tλ . So 
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where r is calculated by 

 
12111 =+ rPrP

 
implies that 721.0=r .

 
So 
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Example 2 
By taking 
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be the transition matrix, then  
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B. Information of Channels 
One can use our proposed approach for calculating the 

probability of source transition of binary information system 
.For explaining, one can study the following example. 
Example 3 

For choosing  
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be the probability of matrix channel where ),( 21 xx represents 

the transition elements and ),( 21 yy represents the receiving 
elements. Then 
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be the transition matrix, and 7.0,1)( =Tλ , 
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This represents the probability of transmission source. 

V. CONCLUSION 

It is proved that one of eigen values of transition matrix T
can be calculated as 1. This idea leads to introduce a proposed 
new approach for calculating steady state vector u . The 
implemented test examples showed that our approach be 
promised for its flexibility. One can summarized our main 
approach by following:  
1) GivenT . 
2) Calculate )(Tλ  . 
3) Deduce v  from 0)( =− vDI .  
4) Deduce r from P . 
5) )(vfr = . 

6) Pvu =  . 
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Clearly, the new results concerned on transition matrix 
where the latest has many and good applications in 
information theory. So for future one can study large transition 
matrix, then transform it to smaller submatrices. Finally these 
submatrices can solve fast.   
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