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Abstract—In our business field today, one of the most important issues for any enterprises is cost minimization and profit maximization. Second issue is how to develop a strong and capable model that is able to give us desired forecasting of these two issues. Many researches deal with these issues using different methods. In this study, we developed a model for multi-criteria production program optimization, integrated with Artificial Neural Network.

The prediction of the production cost and profit per unit of a product, dealing with two obverse functions at same time can be extremely difficult, especially if there is a great amount of conflict information about production parameters.

From our results as we will see later, Feed-Forward Neural Networks have a strong ability and capability to map inputs into desired outputs.
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I. INTRODUCTION

Artificial neural networks have increased attention for solving many real complex world problems. ANN compared to traditional methods have solved many complex problems successfully where traditional methods have failed. In addition, numbers of research and development works are increasing rapidly in recent years.

A lot of research about Artificial Neural networks dealt with predicting and decision making problems in last few decades. These researches have improved and developed in methods of forecasting which led to make better decisions. Many forecasting and decision modeling problems have used ANN as solving process [1]. Artificial neural networks have strong potential advantages over than statistical methods and can be strongly deal with non-linear functions.

Hawley, Johnson, and Raina were one of the first who have applied neural networks in real business world [2].

In the last ten years, neural network are particularly applicable to risk management and forecasting [3].

ANN also has property of non-linear behavior where it can estimate non-linear functions well and extract any remaining of non-linear elements from the data as well [4], [5].

Hornik [6] has found that artificial neural networks are able to make the best approximation functional form as long as use good data characteristics.

In addition, ANN has potential power to transform the input data [7].

Kang [8] found that artificial neural networks give better forecasting in monthly and quarterly period than in the annual. However, recent studies including our study on artificial neural networks have proved the opposite.

Artificial neural network has strong ability to generate fitting to the data as good as the fit of the true functional forms where’s performed with high noise and low sample sizes by high reliability [9].

Artificial neural network has ability to provide good solution, of which regenerate an existing system behavior that leads to right decision-making [10].

Crone [11] and Wang [12] have found that artificial neural network training is able to inaugurate the behavior of the original system. They applied that successfully to predict cost of manufacturing, control of system quality, etc.

II. METHODOLOGY

With the aim of solving a concrete problem of multi-criteria production program optimization in an industrial enterprise, a methodology that includes the application of genetic algorithms has been developed and objective nonlinear functions in previous work. The developed model created a Pareto set curve and generated a set of optimal solutions as well. The generated solutions were approximate to the real solutions.

The diagonal font in Fig. 1 shows the steps that were developed in our previous work. The first step was the definition of the problem, i.e. the segregation of products, machinery capacities, human and other production resources whose optimization we want to perform. The following step was generation of the criteria, whose maximum or minimum value we want to accomplish. The criteria in the production program optimization can be profit maximization, minimum production costs, the maximum utilization of production capacities and like. After this step, we set up the objective
function in linear or nonlinear form, depending on how much they represent the real model in the best possible way. Defining constraints was the following step, which can derive from production capacities, i.e. the constraints of machinery capacities, human resources, material resources, but also from demands on the market for the observed product. The final step, applying GA, the Pareto front generated and optimal solutions were tested. If the optimization solutions met, the criteria stop; otherwise choose other population or change parameters in the algorithm.

In this work, we extended our previous work and developed a combined model of genetic algorithms and neural network as shown in Fig. 1. This combined model has been tested and given satisfying results. Taking into account that a set of optimal solutions which offers from applying genetic algorithms has been employed and used in neural network to produce good predicted and satisfied results.

Fig. 1 shows steps in generating the combined model of multi-criteria production program optimization. Data, which produced from genetic algorithm, have entered to neural network after building the model. Part of this data has used as training and other two parts for testing and validation. After running the model and getting solution, the next step is to compare the solution with the target. If the output meets with the target, end the program. Otherwise, modify the model by changing hidden layer and/or number of neuron and/or Use other learning parameters and/or adjusts the weights.

### III. Math

In our previous work, we started to examine possibility of production program optimization in pilot factory, Industry of Precision Mechanics. We examine production process of three lines of products: Clocks, Water meter, and gas meters.

By longitudinal investigations and monitoring of production data, we have analyzed the available data, formed nonlinear functions of the TR and the TC for the three products, and generated next objective functions:

a) Clocks (X1)

- Revenue function
  \[ f(x)_{11} = TR(Q) = -0.04Q^2 + 686Q - 1375.3 \]  
  \[ (1) \]

- Cost function
  \[ f(x)_{21} = TC(Q) = -0.024Q^2 + 410Q - 4342 \]  
  \[ (2) \]
b) Water meter (X2)  
Revenue function  
\[ f(x)_{12} = TR(Q) = -0.18Q^2 + 4298Q - 343884 \]  
Cost function  
\[ f(x)_{22} = TC(Q) = -0.49Q^2 + 3382.4Q - 463764 \]  

c) Gas meter (X3)  
Revenue function  
\[ f(x)_{13} = TR(Q) = -0.87Q^2 + 5984.5Q - 5715.1 \]  
Cost function  
\[ f(x)_{23} = TC(Q) = -0.58Q^2 + 3818.2Q - 3643.6 \]  

The functions of criteria for profit maximization will have the form:  
\[ \max f(x) = \sum_{i=1}^{3} f_{i1} = f(x)_{11} + f(x)_{12} + f(x)_{13} \]  
\[ \min f(x) = \sum_{i=1}^{3} f_{21} = f(x)_{21} + f(x)_{22} + f(x)_{23} \]  

Respectively,  
\[ f(1)= -0.04*x(1)^2 + 686*x(1) - 0.18*x(2)^2 + 4298*x(2) - 0.87*x(3)^2 + 5984.5*x(3) - 350975.4; \]  
\[ f(2)= -0.024*x(1)^2 +410*x(1) - 0.49*x(2)^2 + 3382.4*x(2) -0.58*x(3)^2 + 3818.2*x(3) - 463066; \]  

The production capacity considered as a key constraint in the production quantity of some products, temporarily ignoring the structure of demand for mentioned products on the market, the restrictions is:  
\[ 0 \leq x_1 \leq 4400 \]  
\[ 0 \leq x_2 \leq 2444 \]  
\[ 0 \leq x_3 \leq 1100 \]  

Taking into account the Employees and raw material in the observed company are not of limiting character.  

The second step of experiment was applying genetic algorithms, where we obtained the following results, as shown in Table I.

<table>
<thead>
<tr>
<th>No</th>
<th>Quantity of product one(X1)</th>
<th>Quantity of product two(X2)</th>
<th>Quantity of product three(X3)</th>
<th>Total profit(f1)*</th>
<th>Total cost(f2)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2312.1</td>
<td>2192.8</td>
<td>944.4</td>
<td>1445.6</td>
<td>-850.6</td>
</tr>
<tr>
<td>13</td>
<td>2312.1</td>
<td>2192.8</td>
<td>944.4</td>
<td>1445.6</td>
<td>-850.6</td>
</tr>
<tr>
<td>17</td>
<td>2193.0</td>
<td>1804.7</td>
<td>838.9</td>
<td>1254</td>
<td>-762.4</td>
</tr>
<tr>
<td>5</td>
<td>1973.0</td>
<td>1678.2</td>
<td>775.6</td>
<td>1167.1</td>
<td>-716.1</td>
</tr>
<tr>
<td>15</td>
<td>2087.2</td>
<td>1561.3</td>
<td>624.9</td>
<td>1057.8</td>
<td>-653.4</td>
</tr>
<tr>
<td>19</td>
<td>1799.6</td>
<td>1408.7</td>
<td>317.1</td>
<td>826.2</td>
<td>-514.2</td>
</tr>
<tr>
<td>18</td>
<td>367.9</td>
<td>1168.4</td>
<td>269.1</td>
<td>622</td>
<td>-393.5</td>
</tr>
<tr>
<td>7</td>
<td>2088.5</td>
<td>1157.9</td>
<td>735.7</td>
<td>953.3</td>
<td>-601.8</td>
</tr>
<tr>
<td>9</td>
<td>907.5</td>
<td>1050.0</td>
<td>816.4</td>
<td>886</td>
<td>-563.1</td>
</tr>
<tr>
<td>6</td>
<td>269.9</td>
<td>1020.1</td>
<td>297.5</td>
<td>573.2</td>
<td>-367.1</td>
</tr>
<tr>
<td>4</td>
<td>1926.2</td>
<td>899.0</td>
<td>513.4</td>
<td>738.4</td>
<td>-468.9</td>
</tr>
<tr>
<td>3</td>
<td>461.2</td>
<td>671.9</td>
<td>161.3</td>
<td>370.6</td>
<td>-237.3</td>
</tr>
<tr>
<td>10</td>
<td>68.2</td>
<td>547.2</td>
<td>24.2</td>
<td>213.8</td>
<td>-136.1</td>
</tr>
<tr>
<td>20</td>
<td>124.1</td>
<td>392.5</td>
<td>249.4</td>
<td>283.2</td>
<td>-176.5</td>
</tr>
<tr>
<td>12</td>
<td>1395.3</td>
<td>266.3</td>
<td>545.7</td>
<td>466.7</td>
<td>-283.8</td>
</tr>
<tr>
<td>8</td>
<td>345.0</td>
<td>225.2</td>
<td>90.2</td>
<td>137.3</td>
<td>-75.2</td>
</tr>
<tr>
<td>14</td>
<td>9.8</td>
<td>161.3</td>
<td>184.4</td>
<td>141.8</td>
<td>-75.8</td>
</tr>
<tr>
<td>11</td>
<td>197.1</td>
<td>153.5</td>
<td>23.6</td>
<td>58</td>
<td>-21.4</td>
</tr>
</tbody>
</table>

*Data used as input data in neural network model

Fig. 2 Network Building

2) Network Training:  
The training sets were established in MS Excel from [-1, 1] step 0.2 and the input values were normalized. There are 64 sample examples. The 42 samples used as training examples (red color) and the rest used as testing samples (black color) as shown in Table II.  
After trying different learning parameters with our model (3 4 5 6 7 2), learning parameters \( \mu=\lambda=0.2 \) and middle absolute error = 0.003 have been chosen. The figure below showed the BPN screen in training stage.
The table below showed the final run of statistical results for BPN.

<table>
<thead>
<tr>
<th>Number of iterations</th>
<th>Comparative error</th>
<th>Middle absolute error</th>
<th>The smallest error</th>
</tr>
</thead>
<tbody>
<tr>
<td>141712</td>
<td>0.0000236215</td>
<td>0.002999992</td>
<td>0.0030764</td>
</tr>
</tbody>
</table>

3) Network Testing:

The final step was testing. Twenty-two data has chosen for testing stage. The red color data represent the forecasting results from BPN (output) whereas the black color data represent the results from GA (target). It is clear from the table below that the output is very close to the target. That means that the model generated satisfied results.

V. DISCUSSION AND CONCLUSION

In our case, we have used model type (3 4 5 6 7 2) with Learning parameters $\mu=0.2$, $\lambda = 0.2$ and expected error = 0.003. We have three inputs and two outputs. Our model consists of six layers. The first was for input data and the last one for output data. We have deployed four hidden layer ANN. The first hidden layer contain 4 neurons, 5 for the second, 6 for the third, and 7 neurons for the fourth one.

Using this model, we have trained our network on 70% of the data, 15% for validation, and tested on the remaining 15% data. Data division between the training and the validation made entirely random.

Using ANN for predicting net profit and total cost of production enterprise gave good results. The ANN learnt the data as following in Figs. 5 and 6 respectively:
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from the two curves, the ANN does trace the true data to even a reasonable degree of accuracy. As has been labeled on the diagram, the estimated net profit and total cost are on its true value by more 99.9%. Thus, the ANN model would succeed. The performance, training state, regression of ANN was as following in Fig. 7:

![Fig. 6 Network means squared error Performance](image)

The plot shows the mean squared error of the network starting at a large value and decreasing to a smaller value. In other words, it shows that the network is learning. The plot has three lines, because the 192 input and targets vectors are randomly divided into three sets. The 70% of the vectors are used to train the network.

The 15% of the vectors are used to validate how well the network generalized. Training on the training vectors continues as long that the training reduces the network’s error on the validation vectors. After the network memorizes the training set (at the expense of generalizing more poorly), training is stopped. This technique automatically avoids the problem of over fitting, which plagues many optimization and learning algorithms.

Finally, the last 15% of the vectors provide an independent test of network generalization to data that the network has never seen.

In our case, the result is reasonable because of the following considerations:
1. The final mean-square error is small.
2. The test set error and the validation set error most likely has similar characteristics and behavior.
3. No significant over fitting has occurred by iteration 800 (where the best validation performance occurs)

Fig. 8 shows the results of linear regression between the network outputs and the corresponding targets.

![Fig. 7 Regression plots show the output with respect to training, validation, and test data](image)

The network outputs are plotted versus the targets as open circles. A dashed line indicates the best linear fit. The solid line indicates the perfect fit (output equal to targets).

The correlation coefficient (R-value) between the outputs and targets is a measure of how well the variation in the output is explained by the targets. In our problem is closed to 1, that means, perfect correlation between targets and outputs, which indicates a good fit.

Fig. 9 shows that the output tracks the targets very well for training, testing, and validation, and the R-value is 0.99997 for the total response. In our case, it is difficult to distinguish the best linear fit line from the perfect fit line because the fit is so good. That means, our network response is satisfactory.

![Fig. 8 A regression plot shows the output with respect to the target](image)

### TABLE III

<table>
<thead>
<tr>
<th>Samples</th>
<th>MSE</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>4.04298e-12</td>
<td>0.99999</td>
</tr>
<tr>
<td>Validation</td>
<td>5.70585e-8</td>
<td>0.999978</td>
</tr>
<tr>
<td>Testing</td>
<td>3.77055e-8</td>
<td>0.999795</td>
</tr>
<tr>
<td>All</td>
<td>6.02163e-8</td>
<td>0.999966</td>
</tr>
</tbody>
</table>

ANN forms a useful tool in predicting total cost and net profit for enterprise. With sufficiently large amounts of data, ANN has strong potential for prediction and can learn with high degree of accuracy. As can be concluded from the performance of the trading strategy, ANN tends to perform well. ANN predicted the cost and net profit with high accuracy.
and the hypothesis of convergence to the relationship was acceptable. Furthermore, we were successfully able to get a reasonable prediction of our target (15% testing data vectors). ANN performs well high desired level of precision and feasible. Further testing with intra-day real time data would be important to certify the profitability of this strategy. Work may also be done using ANN with inputs spread over the entire market instead of concentrating on a particular sector. Finally, good prediction carried out on the optimal design of the ANN model. This means that our model may not be the optimal design model and may find another model strong than ours.

VI. RECOMMENDATION

To improve the results, as a first approach, we have reinitialize the network and the training many times to reach sufficiently and accurate network. In each time of initialize a feed-forward network, the network parameters are changed many times until receive the desired solutions.

As a second approach, increasing the number of hidden neurons and used larger numbers of neurons in the hidden layer give the network more flexibility because the network has more parameters it can optimize. On other hand, using too large number of hidden layer might cause the problem to be under-characterized and the network must optimize more parameters than there are data vectors to constrain these parameters.

Finally, we have used additional training data. Providing additional data for the network is more likely to produce a network that generalizes well to new data.
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