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Firstly, a nonlinear mapping Ψ( )is used to map samples from 
former space Rn to feature space 
 
Ψ Φ , Φ , Φ               (2) 
  
Then, in this high-dimension feature space, optimal decision 
function 
 

                          (3) 
 

is established. In this function,  is weighed value vector and  
is threshold value. In this way, nonlinear prediction function is 
transformed to linear prediction function in high-dimension 
feature space [1]. 

The optimization problem is given [2], [3] 
 
min     ∑                           (4) 

s.t.
0

  (4) 

 
where the -insensitive loss function 
 

| , | 0, if| , |
| , | , otherwise (5) 

 
where  is the approximation accuracy that can be violated by 
means of the slack variables , for the non-feasible case. 
Constant C > 0 determines trade-off between flatness of  and 
the amount up to which deviations larger than  are tolerated. A 
smaller value of C tolerated a larger deviation. 

B. LSSVM Regression 
Although SVM models scale to high dimensional input 

spaces very well, the major drawback is higher computational 
burden for the constrained optimization programming. Thus, 
another SVM version Least Squares Support Vector Machines 
(LSSVM) appeared. Compared to SVM, LS-SVM is a 
reformulation of principle of SVM, which involves equality 
instead of inequality constraints. Furthermore, LS-SVM uses 
the least squares loss function instead of the ε-insensitive loss 
function. Therefore, it is easier to optimize and the computing 
time is short [4]-[8]. 

 
min     , ∑                           (6) 
s.t. , 1, ,  (6) 
 
where  are error variables; 0  is a regularization 
constant. Smaller  can avoid overfitting in case of noisy data 
[4]. 

The Lagrangian is given by 
 

∑ ∑                       
(7) 

 
with Lagrange multipliers . The conditions for optimality 

are given by 
 

0 ∑

0 ∑ 0

0 , 1, ,

0 0

 (8) 

  
After elimination of ,  one obtains the following linear 
equations 
 

0 1
1 Ω I

0                           (9) 

 
where ; ; , 1 1; ; 1 , ; ; and 
the Mercer condition has been applied again 
 
Ω Φ Φ ,    , 1, ,                       (10) 
  

The resulting LSSVM model for function estimation 
becomes 
 

∑ ,                           (11) 

C. Grey System 
The key of grey system theory is to generate function and 

grey differential equation from grey data which is not clear. The 
concepts of grey block and differential similarity are natures to 
establish grey forecasting model, which is described as 
GM(N,M), where N is the rank of differential equation, and M 
is the number of variables. The tradition of grey system, 
GM(1,1) is demonstrated as follow [9]. 

Given the original dataset 
 

1 , 2 , ,                           (12) 
0, 1,2, (1  1) 

 
For increasing sequence smoothness, to do 1-AGO: 
 

1 , 2 , ,                           (13) 
∑ , 1,2,3 (1 1) 

 
Then on set below differential equation: 
 

                          (14) 
 
Solution of differential equation: 
 

x t x 1 e                           (15) 
 
The model parameters can be determined by the least square 

regression. 
 

a a, b T BTB BTYN                          (16) 
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where 
 

YN x 2 , x 3 , x 4 , , x n T
                         (17) 

 

B

x 1 x 2 … . . .1

x 2 x 3 … . . .1
… … … … … . . … … … … … … … .

x k x k 1 1

 (17)   

 
The original sequence of prediction: 
 

x k x k 1 x k   

1 e x 1 e                           (18) 

III. METHODOLOGY 
The SVM and LSSVM are both mainly aimed at solving the 

large scale samples and multiple-dimension series to get a high 
accuracy. The only difference between SVM and LSSVM is 
that, the LSSVM solves linear equations instead of quadratic 
programming problem which lead to high computational 
efficiency. After pruning both sparseness and performance of 
LSSVM are comparable with those of SVM. However, the 
Grey System targets the single time series, and can perform 
even in several samples, but sometimes the results are not 
satisfied very well. Thus, to combine the advantages of these 
methods to get a more satisfied accuracy is the main purpose of 
this study, so a combination model of SVM/LSSVM and Grey 
System is established and tested. 

Using the data of automotive industry which is collected 
from USA (as Fig. 3), Germany, China, Japan, Korea, and India 
(from 2004 to 2012), to build three models: Grey System Model, 
LSSVM Model and Grey-LSSVM Model. 
 

 
Fig. 3 Automotive productivity of USA in 2004 

 

 
Fig. 4 Series connection 

 

 
Fig. 5 Parallel connection 

 

 
Fig. 6 Residual connection 

 
To combine the Grey System and the LSSVM models, there 

are three connection methods: Series (as Fig. 4), Parallel (as Fig. 
5), and Residual (as Fig. 6). 

Series connection, using the different single dimension GM 
models to build a multiple dimensions LSSVM model. Since 
the GM targets the single dimension series, it can perform even 
in several samples (4 at least), and LSSVM is good at dealing 
the multiple dimensions series and large samples. 

Parallel connection, applying the Grey System and LSSVM 
models at the same time. 

Residual connection, applying the Grey System first, and 
then using the output to be the input of the LSSVM model next.  

Finally, some indexes are used to measure the performances 
of the results and are listed as below: 

A. The Squared Correlation Coefficient 
 

∑ ∑ ∑
∑ ∑ ∑ ∑

                          (19) 
 

 is a measure of the linear correlation (dependence) 
between two variables X and Y, giving a value between +1 and 
-1 inclusive. It is widely used in the sciences as a measure of the 
strength of linear dependence between two variables. R is used 
to determine whether the relationship is positive or negative 
based upon the sign of R. 

<30% are considered to have no correlation and behavior 
is explained by chance. 

of 30% to 49.99% are considered to be a mild relationship. 
of 50% to 69.99% are considered to be a moderate 

relationship. 
of 70% to 100% are considered to be a strong relationship. 
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B. Root Mean Squared Error  

∑                           (20) 

C. Mean Absolute Error 

∑ | |                          (21) 

D. Average Absolute Relative Error 

∑                           (22) 
 

where n is the number of data, and  are actual data and the 
mean of the actual data respectively, and  is the predict 
results. 

IV. RESULTS 
Using the MatLab, LSSVM and Grey System are the built in 

models and can be used direcly. After all the data is input into 
the systems, the results are obtained as below. Figs. 7 to 10 are 
the results of LSSVM model and Figs. 11 to 14 are the results of 
Grey System model. After that, the results of Grey System 
model is input to the LSSVM model and the results of the 
Grey-LSSVM model are obtained. Finally, three groups of 
results are compared in Table I. 

 

 
Fig. 7 Actual and predictive values of the training data set in LSSVM 

model 
 

 

Fig. 8 Actual and predictive values of the testing data set in LSSVM 
model 

 

 
Fig. 9 LSSVM result of the training data set 

 

 
Fig. 10 LSSVM result of the testing data set 

 

 
Fig. 11 Actual and predictive values of the training data set in Grey 

System 
 

 
Fig. 12 Actual and predictive values of the testing data set in Grey 

System 
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Fig. 13 Grey System result of the training data set 

 

 
Fig. 14 Grey System result of the testing data set 

V. DISCUSSION 
In both of the LSSVM and Grey System models, the input 

data is also separated into two parts: training data set and test 
data set. The separation is randomly, and then the training data 
set will be processed by the models. As the forecasting results 
are obtained, then the results will be compared with the test data 
set and checked the accuracy.  

If the R2 value is more close to 1, then the forecasting is more 
accurate; and the smaller the RMSE, MAE and AARE values 
are, the better accuracy is achieved. 

A. LSSVM 
For the LSSVM model, one prominent point of this statistic 

model is that it is suitable for the forecasting of any categories 
of data. As the data which is used to calculate the parameters in 
the model are selected randomly, the values of the parameters 
are changed every time. As a result, the accuracy will not be so 
high, but also not so low for any situation. For ensuring to have 
a better result, a “choosing loop” is added into the original 
program. Since the parameters and the results are changed 
every time, once one calculation is finished and then the second 
time of the calculation is started again until the calculation is 
done for 100 times, finally the best result will be chosen and the 
loop is finished. In the case study, the R2 values of LSSVM are 
0.760 and 0.758; both of the values are larger than 0.7, which 
means the prediction accuracy is acceptable. 

B. Grey System 
For the Grey System model, according to the mathematical 

process of this model, the result of the forecasting will be 
changed if the arrangement of the input data is changed. And 
also the data processing methods before inputting the data into 
the model affect the results directly, as the values of the data are 
quite large, all the values are extracted a root for obtaining the 
smaller values in the case study. Normally, the result is more 
stable as the values of the parameters will be changed only if 
the arrangement of the input data is changed, but this model 
may not suitable for every category of data. Although it is not 
suitable for all situations, the accuracy of this model is quite 
high and stable. In the case study, the R2 values of Grey System 
are 0.863, which is also larger than 0.7 and the accuracy is even 
better than the LSSVM model. 

C. Grey-LSSVM Model 
As the advantage of LSSVM model is wide suitability and 

Grey System is high accuracy, if a model can combine those of 
the advantages, then the forecasting model will be more reliable. 
From the Table I, the R2 values of the combination model that is 
purposed in this study are 0.981 and 0.965, which are very close 
to 1 and it indicates that the accuracy is very high. 

On the other hand, according to the RMSE, MAE and AARE 
values, the combination model also has the best performance, 
and then the next one is Grey System. 

VI. CONCLUSION 
From the comparison of the results that applying three 

different methods to the single time series of the production 
forecasting, the combination model of Grey System and 
LSSVM has the best performance. From another perspective of 
the R2, the results of Grey System have the enough accuracy, as 
the difference between the combination model and the single 
Grey System model is not significant. It proves that the Grey 
System model has the more powerful forecasting ability for the 
small scale samples than single SVM or LSSVM. 

 
TABLE I 

PERFORMANCE INDEXES OF THREE PREDICTION MODELS 

Performance 
index 

Accuracy performance (Training set) 
LSSVM Grey System Combination 

R2 0.760 0.863 0.981 
RMSE 0.307 0.229 0.147 
MAE 0.238 0.127 0.097 
AARE 0.040 0.018 0.018 

Performance 
index 

Generalization performance (Testing set) 
LSSVM Grey System Combination 

R2 0.758 0.863 0.965 
RMSE 0.314 0.264 0.151 
MAE 0.256 0.226 0.104 
AARE 0.047 0.032 0.020 
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