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Abstract—It is well-known as Fitts’ law that the time for a user
to point a target on a GUI screen can be modeled as a linear
function of “index of difficulty (ID).” In this paper, the authors
investigate whether the traditional ID formulation is appropriate
independently of device screen sizes. Result of our experiment
reveals that the ID formulation may not consistently capture actual
difficulty: users’ pointing performances are not consistent among
pointing target variations of which index of difficulty are consistent.
The term A/W may not be appropriate because the term causes
the observed inconsistency. Based on this finding, the authors then
evaluate the applicability of possible models other than Fitts’ one.
Multiple regression models are found to be able to appropriately
represent the effects of target design variations. The authors next
make an attempt to improve the definition of ID in Fitts’ model. Our
idea is to raise the size or the distance values depending on the screen
size. The modified model is found to fit well to the users’ pointing
data, which supports the idea.

Keywords—Fitts’ law, pointing device, small screen, touch user
interface, usability.

I. INTRODUCTION

IT is well-known as Fitts’ law that the time for a user to
point a target can be modeled as a linear function of “index

of difficulty (ID),” where ID is formulated as a function of
the target size and distance [1,2].

t = a+ b ∗ ID (1)

ID = log2(
A

W
+ 1) (2)

In (1) and (2), t is the pointing time, A is the amplitude
(distance) to the target, W is the target size and a, b are
constants that depend on experiment conditions. ID is larger
as A is larger and/or W is smaller. Values of a and b in (1)
are determined by sampling (A,W, t) data and applying the
linear regression analysis to the data. Equation (2) shows that
ID values are the same for (A,W ) and (nA, nW ) where
n > 0.

This research is motivated by recent smart phones that
employ touch user interfaces (UIs). Compared with other touch
screen devices such as tablet PCs, mobile phones have smaller
screens so that widgets on mobile phone screens are likely to
be smaller. Widgets can be designed for devices with various
screen sizes so that theoretical ID values in (2) are consistent
on the same device: larger size & distance widgets and smaller
size & distance widgets. If ID in (2) is an appropriate index
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of actual pointing difficulty independently of screen sizes,
users’ pointing performances on the same device are consistent
among widget designs (A,W ) and (nA, nW ): note that a, b
in (1) are constant (independent of ID) so that a, b must
be the same for two data sets sampled with the two widget
designs (A,W ) and (nA, nW ) on the same device. The aim
of this research is to investigate whether the above is true:
appropriateness of the ID formulation in (2) is evaluated from
the viewpoint of dependency on screen sizes, by experiments
with subjects.

Limitations of Fitts’ law have been researched and
extensions have been proposed. For example, an extension
for 2D pointing tasks was proposed [3]. Our research aims at
investigating possible limitations on screen size variations. A
related research was previously reported [4]. They investigated
how display size influenced pointing performances on a touch
UI and reported that in large displays a fast and comparably
accurate execution was chosen in contrast to a very inaccurate
and time-consuming style in small displays. In their research
the size of small screen was 6.5”, and only a large screen touch
UI device was utilized for user experiments: screen sizes were
controlled by means of software program as virtual screens on
the device display. In our research, the size of small screen is
less than 3”, and a commercial smaller-screen mobile device is
utilized. Several researches have been reported on the usability
of small-screen touch UIs, including, the comparison among
devices with various screen sizes [5], the minimal target size in
a pen-based system [6,7], effective pointing methods for small
targets [7-10]. In these previous researches, the traditional ID
formulation was utilized and its appropriateness was not in
question.

II. EXPERIMENTS

A. Test Tasks
Each subject were asked to point targets on a screen. A test

task consisted of pointing two rectangle targets (target 1, 2)
in a predefined order. An “attempt” was the two successive
pointings of target 1 and 2, and a test task consisted of a
predefined number set of the attempts. For each combination
of experiment conditions, each subject was asked to perform
a predefined set of the tasks. The pointing operations were
logged for later analyses of pointing speed and accuracy.

B. Conditions
1) Devices: Three commercial devices were used in our

experiment: two tablet PCs and a PDA which have a
10.2”, 6.0”, 2.8” touch screen respectively. The PDA was
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TABLE I
TARGET SIZES AND DISTANCES

selected because several recent smart phones have such small
touch screens (i.e., the PDA was used as a substitute for
the recent smart phones). Screen sizes of the devices were
relatively larger/middle/smaller. In this paper, these devices are
denoted as devices L/M/S respectively. Subjects performed test
tasks by using a stylus attached to each of the three devices.

2) Target sizes & distances: For each of the three devices,
two sets of targets were designed so that ID values in (2)
were consistent between the two sets. Targets in one of the
two sets were designed with larger sizes and distances, and
those in the other were designed with smaller ones. Specific
designs of the two target sets are described in Subsection II.C.
In this paper, these two target sets are denoted as targets L/S
respectively.

3) Errors: Pointing speed and accuracy are usually a
trade-off [11]. Subjects performed tasks under each of two
error conditions: errors acceptable or not. In a test task where
errors were acceptable, a subject could continue the task even
if s/he made an error (mispointing), and the task was complete
when the count of no-error attempts reached to a predefined
number. In a condition where errors were not acceptable, a
test task was cancelled by an error and the task was retried
until the count of no-error attempts reached to a predefined
number. The error condition was told to each subject before
performing each task: s/he had to try a task more carefully in
the “errors not acceptable” condition.

C. Pointing Target Designs

Table I shows the design of target sizes and distances. Values
for the device M, L were determined as [values for the device
S] ∗ [the ratio of screen sizes, i.e., 6.0/2.8 for the device
M and 10.2/2.8 for the device L]. ID values were designed
to range in [2.00, 3.50] consistently among the devices S,
M, L and the targets S, L. The size of target 1 was fixed
to 6.0 mm, empirically found to be easy enough to point

Fig. 1. Screenshot for target pointing tasks

first, for all conditions. Positions of targets 1 and 2 were
randomly determined for each attempt under the following two
constraints.

• All areas of both targets were inside the device screen.
• Distance between center points of the two targets was a

predefined value.
Fig. 1 shows a screenshot of targets 1 and 2 for the device

M and the targets L. The targets 1 and 2 are the black and
white rectangles respectively (the target colors were consistent
for all the devices). The two targets were shown at the same
time, and each subject was asked to find both targets before
s/he pointed the target 1. This was because visual search time
should not be included in the pointing time interval. After an
attempt of pointing targets 1 and 2, new targets were shown
for the next attempt.

D. Method of Experiment
Condition combinations were 12 in total: [the devices S, M,

L] ∗ [the targets S, L] ∗ [errors “acceptable,” “not acceptable”].
Each subject was asked to perform four trials of a task under
each of the 12 condition combinations.

The number of attempts in a task trial was 11 (of which
ID = {2.00, 2.15, ..., 3.50} shown in Table I) for the “errors
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not acceptable” condition: none of the 11 attempts had to be
an error. For the “errors acceptable” condition, a task trial
included 11 successful attempts for the 11 IDs respectively
in Table I and 0+ error attempts.

Each subject first performed a training task trial under each
of the 12 condition combinations (thus, 12 training trials), and
then performed tasks in a random order of the 12 condition
combinations. The order of the 11 IDs in a trial was also
randomized for each trial.

E. Subjects
Twelve university graduate or undergraduate students

participated in the experiment, but 3 of the 12 subjects could
for the devices S and L only due to the experiment schedule.
Thus, users’ pointing log data set (A,W, t) were collected
with 12 subjects for the devices S and L and 9 subjects for
the device M. They were all novices in using devices with
touch-by-stylus UIs, but they had no trouble in performing
test tasks after the 12 training trials.

F. Logging Pointing Operations
The following data was recorded for each pointing (each

tap by a stylus) into log files.
• Target: 1 or 2
• Target position: (x, y) values
• Target width and height: pixels
• Tapped position: (x, y) values
• Tap time: msec
• Error: Yes or No
The tapped position and the tap time were logged when the

stylus was landed on the screen, and the pointing was judged
as an error or not based on the tapped position. No attempt
was observed for which the stylus was landed on the target 1,
moved into the target 2 and left off.

III. DATA ANALYSES AND FINDINGS

Pointing speed and accuracy were measured by throughput
[12] and error rate respectively. In this research, t is the interval
from the target 1 tap time to the target 2 tap time, A is the
Euclid distance between the tapped points for targets 1 and 2,
and W is the target width (= height). Throughput is defined
as ID/t in (1) and (2). (ID, t) could be observed for each
attempt, so a throughput value could also be obtained for each
attempt. To measure pointing accuracy, error rate was defined.

Error rate =
#error attempts in a task trial

#total attempts in the trial
(3)

Error rate could be calculated for only the condition “errors
acceptable” because the data under the condition “errors not
acceptable” didn’t include any error attempt (if an error was
occurred in a trial under the condition “errors not acceptable,”
the trial was cancelled and retried).

Mean and standard deviation (SD) values of the throughput
and the error rate were calculated to compare user
performances on targets S to those on targets L, for each
device. Mean and SD values of the throughput were calculated

TABLE II
MEAN AND SD VALUES OF THROUGHPUT (BIT/SEC)

TABLE III
MEAN AND SD VALUES OF ERROR RATE (%)

from the data of {tp(s, k, a)} for all of the subjects, the
task trials and the attempts in a task: tp(s, k, a) denotes the
throughput value for the s-th subject, k-th task and the a-th
attempt in the k-th task by the s-th subject. Mean and SD
values of the error rate were calculated from the data of
{er(s, k)} for all of the subject and the task trials: er(s, k)
denotes the error rate value in the k-th task by the s-th subject.

In addition, it was tested by t-test whether there was
a significant difference between population mean values of
throughput and error rate for the conditions of targets S&L.

It should be noted that error attempts were included in the
data under the condition “errors acceptable.” Error attempts
might be faster (of larger throughput values) than successful
attempts. In the following of this chapter, throughput values
were calculated with both of successful and error attempt data.

Table II shows mean and SD values of the throughput, and
Table III shows those of the error rate.

Tables IV&V show t-test results for throughput and error
rate respectively. In Tables IV&V, **-marked t-scores are those
with p < 0.01, and non-marked t-scores are those with p >
0.05.

These tables revealed the followings.
• On the device L, subjects could point targets S

significantly faster than targets L, but on the devices
S&M they couldn’t. Instead, on the device S, they
could point targets L significantly faster than targets
S under the “errors not acceptable” condition. This
result indicates that, even though ID values by (2) are
designed consistently among targets S&L, users’ pointing
speeds will not be consistent: faster for larger/smaller
size&distance widgets on smaller/larger screen devices,
respectively.

• On the devices M&L, no significant difference was
observed in the pointing accuracy among targets S&L, but
on the device S subjects could point targets L significantly
more accurately than targets S. This result indicates that,
even though ID values by (2) are designed consistently
among targets S&L, users’ pointing accuracies will not
be consistent too: more accurate for larger size&distance
widgets on smaller screen devices.
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TABLE IV
T-TEST FOR THROUGHPUT

TABLE V
T-TEST FOR THROUGHPUT

Thus, it is found that the ID definition in (2) may
not consistently capture actual pointing difficulty among
target designs. The result of our experiment shows that,
on a smaller/larger screen, targets with smaller/larger
sizes&distances are actually more difficult to point than those
with larger/smaller ones. A/W in (2) is not appropriate in
terms of screen size variations because the term caused the
observed inconsistency.

In the following two sections, the authors investigate better
formulation of ID. Based on the finding in this section, the
authors first evaluate the applicability of possible models other
than the Fitts’ one, and then make an attempt to improve the
definition of ID in the Fitts’ model, i.e., (2).

IV. EVALUATION OF MULTIPLE REGRESSION MODEL

Our finding in Section III implies that a model in which A
and W independently affect the pointing time t may capture
the effect of device screen size more appropriately: such a
model may be able to represent that A (W ) affects more than
W (A) where device screen sizes are larger (smaller). For
example, a power function model was previously proposed
[13].

t = a ∗Ab ∗W c (4)

log2t = a+ b ∗ log2A+ c ∗ log2W (5)

The following model has also been investigated [2].

t = a+ b ∗ log2A+ c ∗ log2W (6)

Based on these previous researches, the authors evaluate
multiple regression models in (6) and (5) by applying the
models to the data collected by user experiments in our
research.

By normalizing the data of t, log2t, log2A and log2W in
(6) and (5) respectively, a becomes 0 and the value of b can
be directly compared with the value of c.

t′ = b ∗ (log2A)′ + c ∗ (log2W )′ (7)

log2t
′ = b ∗ (log2A)′ + c ∗ (log2W )′ (8)

TABLE VI
VALUES OF B AND C IN (7)

TABLE VII
VALUES OF B AND C IN (8)

In (7) and (8), t′, (log2t)
′, (log2A)

′ and (log2W )′ are
normalized ones (i.e., x′ denotes the normalized values of x).
Each of t′, (log2t)′, (log2A)′ and (log2W )′ follows N(0, 1).

Table VI shows values of b and c for the model in (7)
obtained by applying the multiple regression analysis to the
data of (t′, (log2A)′, (log2W )′).

Table VII shows values of b and c for the model in (8)
obtained by applying the multiple regression analysis to the
data of ((log2t)′, (log2A)′, (log2W )′).

Tables VI and VII revealed the followings.
• Values of b are all positive, and values of c are all

negative. Thus, the models by (7) and (8) appropriately
represent that the pointing time becomes larger (smaller)
as the target distance A (the target size W ) becomes
larger.

• For the device S, |b| ≤ |c| in all of the tables so that
the target size W affects the pointing time more than
the target distance A. This is consistent with the result
reported in Section III.

• For the device L, |b| > |c| for three condition
combinations (targets S in Table VI(i), targets S in Table
VII(i), and targets S in Table VII(ii)) so that the target
distance A affects the pointing time more than the target
size W under these conditions. This is also consistent
with the result reported in Section III. However, |b| < |c|
for the other five condition combinations (e.g., targets L
in Table VI(i)), which is not consistent with the result.
This inconsistency should be further investigated in our
future work.
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TABLE VIII
THROUGHPUT VALUES (ID BY (9))

TABLE IX
T-TEST FOR THROUGHPUT (ID BY (9))

This result shows the multiple regression models by (7) and
(8) represent the effects of target sizes and distances on the
pointing time well for the small screen device and partially
for the large screen device.

V. IMPROVEMENT IN FITTS’ LAW ID FORMULATION

The authors next investigate an improvement to the
definition of ID in the Fitts’ model. The advantage of multiple
regression models was shown in Section IV, but a drawback
of the models is that users’ pointing throughput values cannot
be calculated. This is because a single index of difficulty is
not defined in the case of the multiple regression models.

Our idea for the improvement is to raise A or W depending
on the screen size as shown in (9) and (10).

ID = log2(
Aα

W
+ 1), α > 1 (9)

ID = log2(
A

W β
+ 1), β > 1 (10)

Equation (9) is employed for larger screen devices and (10)
for smaller ones.

The modified model is applied to the collected data.
Appropriate values of α and β in (9) and (10) are explored by
the bisection method so that there is no significant difference
between population mean values of throughputs for the targets
S&L (i.e., the throughputs are consistent between the two
target sets) on the same device.

It is found that the modified model well fits to the data
where α = 1.61, 1.62 for the device L and β = 1.00, 1.15 for
the device S (Tables VIII-XI): under these values of α and
β, no significant difference is observed between population
mean values of throughputs for the targets S&L. Thus, the
modified indexes of difficulties by (9) and (10) well represent
actual pointing difficulties for users so that users’ pointing
throughputs become consistent on the same device among
target design variations (c.f., was inconsistent in the case of
traditional ID, (2)).

This result shows that our idea of ID improvement is
effective: the modified ID formulations can capture users’

TABLE X
THROUGHPUT VALUES (ID BY (10))

TABLE XI
T-TEST FOR THROUGHPUT (ID BY (10))

actual pointing difficulties better than the traditional ID.
Further evaluations with additional experiments will be our
future work.

VI. CONCLUSIONS

Index of difficulty formulation in Fitts’ law was evaluated
from the viewpoint of consistency in widget size&distance
design variations. It was found that ID in (2) may not
appropriately capture actual difficulty: user performances on
the same device were not consistent among target designs
(A,W ) and (nA, nW ).

Based on this finding, two multiple regression models were
evaluated. These models were t = F (A,W ) (c.f., t = F ( A

W )
in the Fitts’ model) which predicted the time t to point a target
with the distance A and the size W . The models were found to
be able to appropriately represent that W affected the index of
difficulty more than A in the case of the small screen touch UI
device. The models however did not work so well in the case
of the large screen device, which remained to be investigated
in our future work.

The authors next tried to improve the Fitts’ law ID
formulation. Our idea was to raise A or W depending on
the screen size. The modified model could derive consistent
results between target designs (A,W ) and (nA, nW ), which
supports our idea.
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