
 

 

  
Abstract—In this manuscript, we discuss the problem of 

determining the optimum stratification of a study (or main) variable 
based on the auxiliary variable that follows a uniform distribution. If 
the stratification of survey variable is made using the auxiliary 
variable it may lead to substantial gains in precision of the estimates. 
This problem is formulated as a Nonlinear Programming Problem 
(NLPP), which turn out to multistage decision problem and is solved 
using dynamic programming technique.  
 

Keywords—Auxiliary variable, Dynamic programming 
technique, Nonlinear programming problem, Optimum stratification, 
Uniform distribution. 

I. INTRODUCTION 
TRATIFIED random sampling is the most commonly used 
sampling technique for estimating population parameters 

(mean or total) with greater precision in sample surveys. To 
gain the precision in the estimates using stratified sampling 
one of the basic problem is the determination of the optimum 
strata boundaries and the research carried out in this paper is 
to deal with this problem. 

Indisputably, optimum stratification could be achieved 
effectively by having the distribution of the main study 
variable known, and create strata by cutting the range of the 
distribution at suitable points. However, it is an unrealistic 
assumption that stratification can be made based on the 
frequency distribution of study variable ( y ), which is 
unknown prior to conducting the survey. Thus the non-
availability of knowledge about the main study variable forces 
one to substitute for it the distribution of another known 
closely related variable ( x ), called auxiliary variable which is 
easily available with minimum cost and effort. Often y  is 
highly correlated with x  such that the regression of y  upon 
x  has homoscedastic errors. In situations like this, 
stratification can be achieved using the auxiliary variable.  

If the stratification is made based on x , it may lead to 
substantial gains in precision in the estimate, although it will 
not be as efficient as the one based on y . However, if the 
regression of y  on x  fits well within all strata, the boundary 
points for both the variables should be nearly the same. 

The construction of strata has a long history in the statistical 
sciences dating back to 1950. It is known that stratified 
random sampling will be efficient if the strata are internally 
homogeneous as possible as with respect to the characteristics 
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under study in other words. In order to achieve maximum 
precision, the stratum variances should be as small as possible 
for a given type of sample allocation. One way to achieve this 
is to use the available prior information about the population 
to form the groups of similar units and take the groups as 
strata. This problem of determining the OSB, when both the 
estimation and stratification variables are the same, was first 
discussed by [3]. 

When a single variable is under study and its frequency 
distribution is known it can be used for determining the strata 
boundaries. Several authors including [1], [5]-[7], [9], [15], 
[17], and [20] used the frequency distribution of the main 
study variable for determining the strata boundaries under 
various allocations of the sample sizes. 

Most of these authors achieved the calculus equations for 
the strata boundaries which are not suitable to adopt for 
practical computations. They obtained only the approximate 
solutions under certain assumptions.  

When the frequency distribution of an auxiliary variable, 
,x  is known, many authors such as [4], [8], [16], [19], [21]-

[28] have suggested different approximation method of 
determining OSB. 

Another kind of stratification method that has been 
proposed in the literature is due to [11]. They formulated the 
problem of determining OSB as an optimization problem and 
developed a computational technique to solve the problem by 
using dynamic programming. This procedure could give exact 
solution, if the frequency distribution of the study variable is 
known and the number of strata is fixed in advance. 

In this paper, we extend the [11] technique to deal with the 
problem of determining OSB for a population using a single 
auxiliary variable with Uniform frequency distribution. 

II. FORMULATION OF THE PROBLEM OF DETERMINING OSB AS 
AN NLPP BASED ON AUXILIARY VARIABLE 

Let the population be stratified into L strata based on a 
single auxiliary variable x  and the estimation of the mean of 
study variable y is of interest. 

Let the regression model of y on x be: 
 

,y a bx e= + +          (1) 
 

where ( ) 0,E e x = ( ) ( )V e x xϕ=  for all .x  
Assuming that the variable x has a continuous frequency 

function ( )f x , a x b≤ ≤  and the stratification points forming 

L strata are 1 2 3, , ,...., .Lx x x x Then, for the thh  stratum with 
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boundary points 1hx − and ,hx  the proportion ( ),hW  the stratum 

mean ( )
hxμ and the stratum variance 2( )

hxσ are given by 
 

1

( )
h

h

x

h
x

W f x dx
−

= ∫
        

(2) 

 
1

1 ( )
h

h

h

x

x
h x

xf x dx
W

μ
−

= ∫
        

(3) 

 
and 

1

2 2 21 ( ) .
h

h h

h

x

x x
h x

x f x dx
W

σ μ
−

= −∫
     

(4) 

 
If x  and ε  are uncorrelated, from the model (1), the 

variance of y  in thh stratum can be expressed as 
 

2 2 2 2 ,[5]
h h hy x eσ β σ σ= +

       
(5) 

 
where 2

heσ is the expected variance of ε  in the thh stratum and 

can be obtained as 
 

1

2 ( ) ( ) .
h

h

h

x

e
x

x f x dxσ ϕ
−

= ∫
       

(6) 

 
Ignoring the finite population correction (f.p.c.) and using 

(5) the variance of stratified mean sty under Neyman allocation 
[18] for a fixed total sample size n is given as: 

 

( )
2

2 2 2

1

1 .
h h

L

st h x e
h

V y W
n

β σ σ
=

⎡ ⎤= +⎣ ⎦∑
     

(7) 

 
In order to minimize ( )stV y , for fixed n it is sufficient to 

minimize 
 

( ) 2 2 2

1
.

h h

L

st h x e
h

V y W β σ σ
=

⎡ ⎤= +⎣ ⎦∑
    

(8) 

 
Clearly, from (1) - (6), the ( )stV y is a function of boundary 

points 1hx − and hx , that is,  
 

  ( )2 2 2
1, .

h hh x e h h hW x xβ σ σ φ −+ =
   

(9) 
 

Then the optimization problem to determine 1 2, ,..., Lx x x  
can be expressed as: 

Minimize        ( )1
1

, ,
L

h h
h

x xφ −
=

∑  

subject to 
0 1 2 1, ..., .L Lx x x x x−≤ ≤ ≤ ≤ ≤              (10) 

Let 1 0h h hl x x −= − ≥  be the width of thh stratumand

0Lx x d− = (say) be the range of the distribution. Then, the 
objective function in (10) can be written as a function of hl  
alone. Thus stating the objective function as a function of hl we 
may rewrite NLPP (10) as: 

Minimize        ( )
1

L

h h
h

lφ
=

∑ , 

subject to 

1
,

L

h
h

l d
=

=∑  

and 
0 ; 1, 2, ..., .hl h L≥ =       (11) 

 
Solving (11) the OSW *

hl and hence the OSB are obtained. 
In the following section, a general solution procedure for 
NLPP (11) is discussed. 

III. THE GENERAL SOLUTION PROCEDURE  
The NLPP (11) is a multistage decision problem which 

allows us to use the dynamic programming technique [12]-
[14]. Dynamic programming determines the optimum solution 
of a multi-variable problem by decomposing it into stages, 
each stage comprising a single variable sub-problem. A 
dynamic programming model is basically a recursive equation 
based on Bellman’s principle of optimality [2]. This recursive 
equation links the different stages of the problem in a manner 
which guarantees that at each stage’s optimal feasible solution 
is also optimal and feasible for the entire problem [27]. 

Consider the following sub-problem of (11) for first ( )k L<  
strata: 
Minimize   

( )
1

,
k

h h
h

lφ
=

∑  

subject to  

1
,

k

h k
h

l d
=

=∑  

and 
0 ; 1, 2, ..., ,hl h k≥ =       (12) 

 
where kd d<  is the total width available for division into k  
strata or the state value at stage k . Note that kd d= for .k L=  

Let ( )k kdΦ denote the minimum value of the objective 
function of (12) and using the Bellman’s principle of 
optimality, we write a forward recursive equation of the 
dynamic programming technique as: 

 
 ( ) ( ) ( )10

min , 2.
k k

k k k k k k kl d
d l d l kφ −≤ ≤

Φ = + Φ − ≥⎡ ⎤⎣ ⎦    
(13) 

 
For the first stage, that is, for 1k = : 
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( ) ( )1 1 1 1 1 1d d l dφ ∗Φ = ⇒ = ,      (14) 
 

where 1 1l d∗ = is the optimum width of the first stratum. The 
relations (13) and (14) are solved recursively for each 

1,2,...,k L= and 0 kd d≤ ≤ , and ( )L dΦ  is obtained. From 

( )L dΦ  the optimum width of thL  stratum, Ll
∗ , is obtained. 

From ( )1L Ld l∗
−Φ −  the optimum width of ( )1 thL −  stratum,

1Ll
∗

− , is obtained and so on until 1l
∗  is obtained. 

IV. DETERMINATION OF OSB OF UNIFORM AUXILIARY 
VARIABLE 

A. The Uniform Distribution 
In probability theory and statistics, the uniform distribution 

is a family of continuous distributions and is frequently a 
probability model of many events of items that has equal 
probability of occurrence over a given range. Many 
continuous variables in the engineering, industry, 
management, and biological sciences have uniform probability 
distributions. For example, in a survey of telecom industry, the 
number of telephone calls coming into a switchboard that has 
a Poisson distribution is known exactly, the actual time of 
occurrence of one telephone call arrived at switchboard within 
one interval, say ( )0, t  is distributed uniformly over this 
interval. Similarly, many other variables such as the delivery 
time of equipment in an interval, selecting a location to 
observe the work habit of workers in a certain assembly line, 
etc. are uniformly distributed [29]. 

The general formula for the probability density function 
(p.d.f) of the uniform distribution is  

 
1 ;

( )
0; otherwise

a x b
f x b a

⎧ ≤ ≤⎪= −⎨
⎪⎩

       (15) 

 
where a is the location parameter and ( )b a− is the scale 
parameter. For the case, where 0a = and 1b = , (15) is called 
the standard uniform distribution.  

B. Formulation of NLPP for Uniform Auxiliary Variable 
Let the auxiliary variable x  follow Uniform Distribution 

with the p.d.f given in (15). By using (2), (3), (4) and (15), the 
terms hW  and 2

hxσ can be expressed as 
 

h
h

l
W

b a
=

−
         (16) 

 
and  

2
2 .

12h

h
x

l
σ =          (17) 

 
Using (16) and (17) the NLPP (11) could be expressed as: 
Minimize  

2
2 2

1

.
12 h

L
h h

e
h

l l
b a

β σ
=

+
−∑  

subject to  

1

,
L

h
h

l d
=

=∑  

and 
0; 1, 2,..., ,hl h L≥ =         (18) 

 
where β  is the regression coefficient and 2

heσ is the variance 

of the error function given in (6) for the error term in the 
regression model (1). 

In the regression model given in (1), it is assumed that the 
variance of the error term is ( ) ( )V e x xφ=  for all x  in the 

range ( ),a b  and the expected value of the function ( )xφ  

given by 2
heσ  is obtained by (6).Many authors have assumed 

that ( )xφ  may be of the form: 
 

( ) ; 0, 0,gx cx c gφ = > ≥       (19) 
 

where c  and g  are constants and in many populations
0 2g≤ ≤ [10], [19], [22] and [24]. 

Thus, from (15), (16) and (19), we may compute 2
heσ as a 

function of boundary points as follows: 
 

( )( )
1

2 .
.

1h

g
h

e
h

c l
l b a g

σ
+

=
− +

       (20) 

 
Therefore, one can determine the expected value of the 

stratum variance of the error term using (20), if the values of 
the constants c and g  are known. 

Thus using (20), the NLPP (18) can be written as: 
Minimize  
 

( )( )
( )( )

2 2

1

1 12
12 1

L
hh

h

l b a g cl
b a b a g

β

=

− + +
− − +∑  

 
subject to  

1

,
L

h
h

l d
=

=∑  

 
and 

0; 1, 2,...,hl h L≥ =         (21) 

C. Numerical Illustration of the Solution Procedure 
This subsection illustrates the computational details of the 

solution procedure discussed in Section III using a dynamic 
programming technique for determining the OSB with 
uniform distribution. 

World Academy of Science, Engineering and Technology
International Journal of Mathematical and Computational Sciences

 Vol:8, No:3, 2014 

510International Scholarly and Scientific Research & Innovation 8(3) 2014 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 M
at

he
m

at
ic

al
 a

nd
 C

om
pu

ta
tio

na
l S

ci
en

ce
s 

V
ol

:8
, N

o:
3,

 2
01

4 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/9
99

76
76

.p
df



 

 

To illustrate the computational procedure we take
1, 2, 1.2a b β= = = , 1c = , 0g = and 1d = . Then, the NLPP 

(21) is reduced to: 
Minimize  

( )2 2

1

1.2 12

2 3

L
h h

h

l l

=

+
∑  

 
subject to  

1

1,
L

h
h

l
=

=∑  

 
and 

0; 1, 2,...,hl h L≥ =        (22) 
 
Note that the ( 1)h − th stratification point is given by 
 

1 0 1 2 1 .h h h hx x l l l d l− −= + + + + = −  
 
Substituting this value of 1hx − , the recurrence relation (13) 

and (14) are reduced as: 
For the first stage, that is, 1 :k =  
 

 ( )
( )2 2

1 1
1 1

1.2 12

2 3

d d
d

+
Φ =  at *

1 1l d= .  (23) 

 
For the stages 2 :k ≥  
 

( )
( )

( )
2 2

10

1.2 12
min

2 3k k

k k
k k k k kl d

l l
d d l−≤ ≤

⎡ ⎤+⎢ ⎥Φ = + Φ −
⎢ ⎥
⎣ ⎦

 (24) 

 
Solving the recurrence relations (23) and (24), for which a 

C++ program is coded, the NLPP (22) is solved. Executing the 
computer program, the optimum strata width *

hl  and hence the 

optimum strata boundaries * * *
1h h hx x l−= +  are obtained. The 

results are presented in Table I for five different number of 
strata, that is, 2,3,4,5L = and 6.  

V. CONCLUSION 
Often, the surveyors encounter some difficulties prior to 

drawing the sample while sing the stratified sampling. One of 
such problems is how they construct the optimum strata within 
which the units are homogeneous as much as possible. In this 
paper, we address this problem and proposed a technique that 
can be used to estimate parameters more accurately. 

While dealing with the problem constructing OSB it can be 
noted that the optimum stratification based on the study 
variable is not feasible in practice since it is unknown prior to 
conducting the survey. However, many a time the study 
variable ( y ) is closely related to an auxiliary variables( x ) 
and data on x  are either readily available or can easily be 

collected. In such situations, it is customary to consider the 
estimators of y that use the data on x  and are more efficient 
than the estimators which use data on the variable y  alone. 
Thus, the technique proposed in this paper uses auxiliary 
information for determining the optimum strata boundaries of 
the population that has uniformly distributed auxiliary 
variable. The problem is formulated as Nonlinear 
Programming Problems (NLPP)that seek minimization of the 
variance of the estimated population parameter under Neyman 
allocation. The NLPP is then solved by developing a solution 
procedure using a dynamic programming technique.  

Numerical example is also presented to illustrate the 
application and also the computational details of the proposed 
technique.  

 
TABLE I 

OSW, OSB AND OPTIMUM VALUE OF THE OBJECTIVE FUNCTION 

L  *
hl  *

hx  ( )
1

L

h h
h

lφ
=

∑  

2 
*
1
*
2

0.500

0.500

l

l

=

=
 *

1 1.500x =  1.015 

3 

*
1
*
2
*
3

0.333

0.333

0.333

l

l

l

=

=

=

 
*
1
*
2

1.333

1.666

x

x

=

=
 1.007 

4 

*
1
*
2
*
3

*
4

0.250

0.250

0.250

0.250

l

l

l

l

=

=

=

=

 

*
1
*
2
*
3

1.250

1.500

1.750

x

x

x

=

=

=

 1.004 

5 

*
1
*
2
*
3
*
4
*
5

0.200

0.200

0.200

0.200

0.200

l

l

l

l

l

=

=

=

=

=

 

*
1
*
2
*
3

*
4

1.200

1.400

1.600

1.800

x

x

x

x

=

=

=

=

 1.002 

6 

*
1
*
2
*
3

*
4
*
5

*
6

0.167

0.167

0.167

0.167

0.167

0.167

l

l

l

l

l

l

=

=

=

=

=

=

 

*
1
*
2
*
3
*
4
*
5

1.167

1.333

1.500

1.667

1.833

x

x

x

x

x

=

=

=

=

=

 1.001 
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