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Abstract—Depending on the big data analysis becomes important, yield prediction using data from the semiconductor process is essential. In general, yield prediction and analysis of the causes of the failure are closely related. The purpose of this study is to analyze pattern affects the final test results using a die map based clustering. Many researches have been conducted using die data from the semiconductor test process. However, analysis has limitation as the test data is less directly related to the final test results. Therefore, this study proposes a framework for analysis through clustering using more detailed data than existing die data. This study consists of three phases. In the first phase, clustering is performed using test data in die level and it is important to find a relationship to test data and the final test results. Fig. 1 represents the overall flow chart of semiconductor manufacturing process.

Keywords—Die-Map Clustering, Feature Extraction, Pattern Recognition, Semiconductor Manufacturing Process.

I. INTRODUCTION

The importance of big data analysis in the semiconductor industry is growing increasingly, as the semiconductor manufacturing process produces core products that are more integrated. Also, because of the high demand for the newest electronic devices, such as smart phones and tablets, it is important to improve the product yield through state-of-the-art equipment or process management techniques. The steps in semiconductor manufacturing are complicated because there are hundreds of manufacturing processes which take several months to complete. Therefore, to effectively manage the process, semiconductor manufacturing companies require a super-clean environment, regular equipment maintenance and comprehensive worker training [1].

In particular, big data analysis is essential for process management for the process management. This study focuses on analysis of data generated during the test process called as post-fabrication process. In general, test data analysis is performed using test data in die level and it is important to find a relationship to test data and the final test results. Fig. 1 represents the overall flow chart of semiconductor manufacturing process.

The semiconductor manufacturing process consists of fabrication and post fabrication process. In Fig. 1, Fab means stage that fabricates wafers and the subsequent process consists of a wafer test, the assembly, and the final test [2]. In conjunction with each of these steps, the fabrication yield, the wafer test yield, the assembly yield and the packaging yield are all calculated. The fabrication yield refers to the ratio of wafers in to wafers out. The wafer test yield is calculated as the ratio of whole chips of wafer out and the number of non-defective chips as decided by the wafer test. The assembly and packaging yields are the ratio of the input chips after assembly and the input chips after the final test respectively. This study focuses primarily on analysis of final test results using feature based clustering from test data from the wafer test.

In order to best improve the yield in the semiconductor manufacturing process, many researches have been performed for a long time. However, most research has focused on the test data in die level or wafer level. The yield prediction that uses a markov chain is performed by calculating the probability that a chip is acceptable given n defects [3]. However, this prediction is limited due to the univariate analysis on which it is based. Also, multiple discriminant analysis is conducted for multivariate data analysis. However, this method of analysis is limited by the assumption that variables are independent, identical and normally distributed. For the further multivariate analysis, the hybrid machine learning methods are applied in the semiconductor manufacturing domain, using decision tree, artificial neural network, and a self-organizing map (SOM) [4]. Also, the yield prediction is conducted using a fuzzy-based
neural network from the multivariate parametric test data [5]. However, this prior research has focused on the yield in wafer test process. To predict the yield in final test, a stepwise support vector machine (S-SVM) algorithm is applied to the wafer test data [1]. S-SVM classifies the low and high yield of the final test by screening for potential defects in the final test process. As a research about pattern recognition, the study is conducted using wafer clustering and Bayesian inference [7]. Also, self-localization through pattern recognition of wafer using geometric hashing has performed [6]. However, above two studies only focuses on wafer image. Therefore, this study proposes the procedures of selecting features using die level data to more accurately analyze the causes affect failure in final test. As shown in Fig. 2, this study consists of the three steps.

- **Type A** (Column FBC): Column FBC represents the number of spare column cell that is substituted for repair. As column repair area is greater than the hundreds, repair areas were summarized in a 4×4 grid. In other word, die data that contains hundreds of variables are converted to a 4×4 die-map.
- **Type B** (Column and row FBC): Type B concurrently considers the number of spare column and row cell that is substituted for repair. This type is the row area is sliced to be equal to column area. The size of this die-map is 8×1 and this map is expected to include more detailed information.
- **Type C** (Detailed column and row FBC): Type C closely considers the number of spare column and row cell that is substituted for repair. The size of this die-map is 8×8 and this map is expected to include more detailed information.

In step 1, die-maps are generated from the test data. Die maps represents input variable with regard to clustering. In step 2, feature that reflects the state of dies is selected through clustering. In step 3, we have validated the superiority of selected feature from die-maps.

The rest of this paper is organized as follows. Section II and Section III introduce die-map generation process and clustering analysis for pattern recognition, respectively. Section IV describes the validation concept with regard to the proposed algorithm based on Sections II and III. In Section V, the experimental results are explained after the proposed algorithm is applied to actual industrial data. Finally, a conclusion and further studies are described in Section VI.

**II. DIE-MAP GENERATION**

This section describes die-map generation process from the test data. The test data consists of the FBC (Fail Bit Count) about each repair area in die. The FBC means the number of failure cells whose repair is required. Also, repair area means minimum unit that can replace fail cells with normal cells at once. Repair is conducted by using spare column or row cells. Using the test data, die-maps were generated in following three types.

- **Type A** (Column FBC): Colum FBC represents the number of spare column cell that is substituted for repair. As column repair area is greater than the hundreds, repair areas were summarized in a 4×4 grid. In other word, die data that contains hundreds of variables are converted to a 4×4 die-map.
- **Type B** (Column and row FBC): Type B concurrently considers the number of spare column and row cell that is substituted for repair. Like Type A, column and row repair areas were summarized in a 8×1 matrix. The column size of matrix is 1 because the size of column and row area is different each other.
- **Type C** (Detailed column and row FBC): Type C closely considers the number of spare column and row cell that is substituted for repair. This type is the row area is sliced to be equal to column area. The size of this die-map is 8×8 and this map is expected to include more detailed information.

Fig. 3 represents die-map with regard to Type A. The legend on the right side means the minimum and maximum values of FBC on the wafer and density between two values. Also, 16 features are generated and features mean contrast of each position on the die-map.

Fig. 4 describes die-map with regard to Type B. As the sum of column FBC in repair area with row was used, contrast of each row is uniform. Therefore, in case of Type B, 8 features are generated.

Fig. 5 describes die-map with regard to Type C. In case of Type C, as the sum by section (section=8) of column FBC in
repair area with row was used, 64 features are generated.

![Fig. 5 A 8 by 8 die-map through Type C](image)

### III. PATTERN RECOGNITION USING CLUSTERING

This section describes pattern recognition through die-map clustering. In this study, K-means clustering is used since K-means clustering is widely known as one of the simplest unsupervised learning algorithms [6].

#### A. K-Means Clustering

The primary concept of K-means clustering is to group given data set through a certain number of clusters (K-clusters). The calculation procedure of the algorithm is as follows.

- **Step 1.** Makes the initial centroid set \( \{y_1, ..., y_K\} \) of \( K \) after \( K \) vectors from the data set \( \{x_1, ..., x_N\} \) is randomly selected.

- **Step 2.** If data \( x_n \) is closest to \( y_j \), \( x_n \) is labeled to belong to \( X_j \).

\[
X_j = \{x_n | d(x_n, y_j) \leq d(x_n, y_l), j = 1, ..., K\}
\]

- **Step 3.** The centroids of new cluster obtained in Step 2 are updated.

- **Step 4.** The sum of distances between data and the nearest cluster centroid is calculated as the total distortion.

\[
D = \sum_{n=1}^{N} d(x_n, y_{i(n)}), \text{if } x_n \in X_k, i(n) = k
\]

- **Step 5.** Step 2-4 are repeated until fixed number of iterations is reached.

#### B. Pattern Recognition through Die-Map Clustering

Die-map clustering is performed based on feature from die-map. Features are defined by contrast according to location on the map. The basic concept of die-map clustering is to group dies with similar pattern. The procedure of extracting feature is as follows: First, FBC is converted to contrast level on the die and contrast level represents feature that reflects characteristics of the die-map. As shown in Fig. 6, die-maps are clustered according to similar patterns. Fig. 6 represents the clustering result about Type C die-map. Die-maps belong to cluster 1 have the lower probability of failure and die-maps belong to cluster 2 have the higher probability of failure. Therefore, this study proposes the best feature among Type A, B and C and defective patterns by through die-map clustering. First, we find out feature affects failure using Cluster Specificity (CS). CS means index that represents the percentage of normal and abnormal dies in each cluster. For example, if the percentage of normal and abnormal dies is 1:1, CS is equal to 0. Also, if CS is closer to 1, the percentage of normal and abnormal dies is higher. In other word, CS is a value that reflects the performance of clustering for selecting best one among given features. Subsequently, we propose a pattern that affects failure most using selected feature.

![Fig. 6 Clustering result about die-maps from Type C](image)

### IV. PROPOSED ALGORITHM

This section describes procedures of proposed algorithm, which consists of four parts in Fig. 7. First, die-map generation is performed to convert amounts of FBC data. Second, the clustering and pattern recognition through features extracted from die-maps are conducted. Finally, we validate the superiority of feature and pattern.

![Fig. 7 Overall framework of the proposed algorithm](image)
More detailed description with regards to the proposed algorithm is as in the following.

A. Die Map Generation

As mentioned in Section II, 3 Types die-maps are generated from FBC data set. Each type has a difference with accuracies of density. Type 3 is expected to be better than Type 2. Also, Type 2 is expected to be better feature than Type 2.

B. Clustering and Pattern Recognition

This section describes comparing with 3 features from 3 kinds of die-map and finding out pattern that affects failure. First, clustering is performed using 3 features from 3 die-map data. Subsequently, the best feature is selected by comparing CS value defined in Section III-B. Second, using selected feature, we find out pattern affects failure in final test. For finding out pattern, heuristic algorithm was used.

C. Validation

For evaluating applicability of selected feature, we have compared the performance of three data mining models using 3 types feature. For experiment, Support Vector Machine, Artificial Neural Network and Decision Tree are used.

V. EXPERIMENTAL RESULTS

For the experiment, an actual industrial data set is used. The original data set includes 13 wafers, consisting of approximately 1400 observations. This experiment consists of two parts. The first is to select more significant feature through die-map clustering. The second experiment evaluates the performance of three data mining model using 3 proposed features in this study. The data mining model considers Support Vector Machine, Neural Network and Decision Tree that are widely used for classification or regression.

To compare the performance of clustering by each Type, CS value is used in Section III-B. The higher CS is the better clustering performance is. Fig. 8 represents CS values according to feature of 3 Types.

64 features from Type C are more significant than other Types in die-map clustering. Therefore, it is desirable that the original FBC data consisting of hundreds of variables is converted to 64 features. For validation about features from Type C, we have compared the performance of classification algorithms. In general, data set should be separated to training and test set to evaluate the performance of learning algorithm. However, as this study focuses on selecting feature affects failure in final test of semiconductor manufacturing process, the algorithm performance about training set is compared. Table I represents the classification accuracies with regard to 3 classification algorithms.

To evaluate the performance of the algorithms, we compared the FCA (Fail Classification Accuracy) and PCA (Pass Classification Accuracy). FCA means the percentage whose observations classified as Fail class is regarded as actual Fail class. PCA means the percentage whose observations classified as Pass class are regarded as actual Pass class. Except for PCA of Neural Network, 64 features from Type C are significant in all cases. Because Artificial Neural Network algorithm is sensitive in selecting model parameters, learning performance is not uniform.

VI. CONCLUSION

As the semiconductor test process consists of many test stages and each stage generates a large amount of test data, big data analysis is essential. Therefore, this study proposes the procedures of feature extraction from FBC data consisting of hundreds of variables. Also, this proposed procedure is applied to real industrial data and its applicability is verified. For the further study, the performance of classification algorithms is evaluated about both training and test set. Also, many more data sets need to be applied to this proposed algorithm to test the robustness of these results.
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