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Abstract—Paper presents an comparative evaluation of features
extraction algorithm for a real-time isolated word recognition system
based on FPGA. The Mel-frequency cepstral, linear frequency
cepstral, linear predictive and their cepstral coefficients were
implemented in hardware/software design. The proposed system
was investigated in speaker dependent mode for 100 different
Lithuanian words. The robustness of features extraction algorithms
was tested recognizing the speech records at different signal to noise
rates. The experiments on clean records show highest accuracy for
Mel-frequency cepstral and linear frequency cepstral coefficients.
For records with 15 dB signal to noise rate the linear predictive
cepstral coefficients gives best result. The hard and soft part of
the system is clocked on 50 MHz and 100 MHz accordingly. For
the classification purpose the pipelined dynamic time warping core
was implemented. The proposed word recognition system satisfy the
real-time requirements and is suitable for applications in embedded
systems.

Keywords—Isolated word recognition, features extraction, MFCC,
LFCC, LPCC, LPC, FPGA, DTW.

I. INTRODUCTION

SPEECH is the natural and easiest way to communicate
between humans. The electronic devices are rapidly

evolving and becoming increasingly used for domestic
purposes in a few last decades. Therefore, it is desired to
interact with computer hardware in the same convenient way
as with humans. A lot of researchers solve the challenges
related to accuracy and bandwidth improving in existing
speech recognition methods in order to particularly facilitate
the daily lives with the voice controlled devices.

The main issues, which prevent to design a reliable
and universal method for speech recognition, are the
environmental impacts, poor pronunciation, speech variability,
limited vocabulary size, and a similar phonetic transcription of
the words [1]. These issues influence features extraction in a
speech. Therefore, an evaluation of algorithms is important
especially for the real-time recognizers. The experimental
investigation of factors influencing recognition accuracy shows
that setting the same training and testing environments
yields improved accuracy [2], [3]. Authors claim that
features based on cepstrum coefficients are very sensitive
to environment. However the auto-regression based features,
e.g., linear predictive coefficients (LPC) and linear predictive
cepstral coefficients (LPCC), have an average sensitivity. The
quality estimation of the speech features shows that linear
frequency cepstral coefficients (LFCC), Mel scale cepstral
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coefficients (MFCC) are suitable for Lithuanian phonemes
recognition. Experiments on small vocabulary Lithuanian
speech recognition confirmed that accuracy of 93 % is
acceptable for application with multilingual transcriptions
engines [4].

In a last few years the MFCC and LPCC features become
a reasonable leaders in the recognition systems. A 98.5 %
rate was achieved recognizing isolated words in a small
vocabulary using MFCC [5]. The MFCC and LPCC features
are suitable for classification of speech disfluencies with
92.55 % and 94.51 % rates accordingly [6]. A comparative
study of LFCC vs MFCC was performed in [7]. Results show
that LFCC consistently outperforms MFCC. The benefits are
visible especially on female speech recognition. There are
known hardware-based MFCC and LPCC implementations,
which allows to accelerate features extraction process [8], [9].
The combination of MFCC and LPCC are also appropriate
for speaker identification with maximum 97.12 % [10]. The
LPCC always outperforms the LPC features over normal and
noisy conditions [11]. The highest 91.4 % recognition rate was
achieved using LPC and artificial neural network in a small
vocabulary system [12]. The auto-regression based algorithm
(e.g., LPC) are more suitable for software implementation
rather than hardware due to precision requirements [13].
Therefore, a soft-core processor is popular for recursion
implementation [14].

The LFCC features extraction algorithm was implemented
fully in hardware and presented in our previous work [15].
It gives an average 97 % isolated word recognition accuracy
using six sessions for each speaker in order to create a
dictionary. The size of dictionary plays a significant role
particularly in embedded voice controlled systems. Large
dictionary allows to minimize recognition error while small
dictionary speeds-up the classification process. In this paper
the MFCC, LFCC, LPCC and LPC features extraction
algorithms are evaluated at different signal to noise rates with
the aim to determine robust features for proposed FPGA-based
isolated word recognition system.

Even if features extraction algorithm works correct, there
is still important to chose proper classification method. The
dynamic time warping (DTW) method is an appropriate
way to find similarities in two vectors of features. The
Field Programmable Gate Array (FPGA) based pipelined
implementation of the classification allows to accelerate
speech recognition process [16], [17]. A comparative
study of DTW implementations on different platforms
shows that FPGA-based DTW outperforms the GPU and
CPU-based implementations more than 44 and 2100 times
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1. Start

3. Feature extraction

2. Speech reading

5. Word comparison

4. Dictionary 
formation

6. Result displaying 

7. End

accordingly [18], [19]. These arguments inspires to implement
DTW intellectual property (IP) core for a real-time isolated
word recognition.

In the Section II the isolated word recognition system is
presented. In Section III the implemented and investigated
features extraction algorithms are described. In Section IV
the results on isolated word recognition experiments are
summarized. General conclusions are stated in Section V.

II. ISOLATED WORD RECOGNITION SYSTEM

Whole recognition system is implemented in single FPGA
chip. The word recognition algorithm consists of several steps,
as shown in Fig. 1. The speech signal can be loaded from
SD memory card or microphone. The extracted features are
stored in the dictionary. Single IP cores are used for all
features extraction and comparison algorithms. Each features
extraction algorithms process 256 samples 8 bit 11.025 kHz
speech data. There are reserved 214 samples for each isolated
word regardless of its real length. Each word has 128 features
vectors. Therefore, the size of DTW matrix is always
permanent and equal to 128× 128. The hardware part of the
proposed system is clocked at 50 MHz while software part –
at 100 MHz.

There are possible real-time and non-real-time recognizing
modes in the proposed system. In the first mode, the
speech signal is constantly captured from microphone. In
the second, signal is read from external memory. An
important for the real-time is to satisfy the maximal delay
requirement of 11.61 ms as a time between incoming frames.
Each implemented IP core meets this condition. Soft-core
processor-based LPCC and MFCC calculations have a highest
delay of 3.35 ms comparing to all others cores. The 11.61 ms
period is enough to compare 90 isolated words with single
DTW core [15].

The block diagram in Fig. 2 shows the connectivity between
IP cores with bus width information. Each IP core in the
proposed system works independent and communicate with
others via synchronization signals. The soft-core processor
was implemented for the IP cores that require precision and
operation on floating point numbers. The decision maker is
a linear function that sequentially compares back-path errors
given from DTW IP core. In the real-time mode system firstly
looks for activation word. If this word is recognized then
second spoken command is compared with dictionary in a

Audio codec SD card controller

Mean filter

17b LPCC
Soft-core processor

MFCC

Auto-regression 
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MUX

One word features
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8b
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24b
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Require: Store all features vectors in BRAM
1: for all tested records do
2: for all words stored in dictionary do
3: 1. Compute first element e(0, 0) in error matrix:

4: de =
√∑

12

i=1
(cw(i)− cd(i));

5: 2. Compute first line in error matrix:
6: for x in 1 to 127 do
7: e(x, 0) = de + e(x− 1, 0);
8: end for
9: 3. Compute first column in error matrix:

10: for y in 1 to 127 do
11: e(0, y) = de + e(0, y − 1);
12: end for
13: 4. Fill the rest of the area in error matrix:
14: for x in 2 to 127 do
15: for y in 2 to 127 do
16: e(x, y) = de +min(e1, e2, e3);
17: end for
18: end for
19: 5. Find the back-path error Epresent

back .
20: if Epresent

back < Eprevious
back then

21: Update the index of recognized word.
22: end if
23: end for
24: end for
25: return vector of indexes for all tested records

features space. The implementation of comparison process is
presented in algorithm on Fig. 3.

At the beginning of DTW process the features vectors of
the spoken word must be stored in one word features memory.
The hardware-based non-restoring square root algorithm was
used to evaluate the Euclid distance de between features.
The distance calculation have a pipelined structure. The
2× 144 bit features come to the DTW IP core at each rising
edge of clock. The features matching errors are stored in
128 × 128 × 20 bit size error matrix based on BRAM. The
address of error matrix memory, address of features memory
and de must be calculated synchronously while calculating
the steps 2–4 in algorithm (Fig. 3). Because the calculation
of de brings additional delay, therefore the address counters

Fig. 1 Isolated word recognition algorithm

Fig. 2 The block diagram of the isolated word recognition system

Fig. 3 Pipelined dynamic time warping implementation
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Require: Prepare a 128 samples of speech signal x.
1: 1. Apply the Hann window function: s = x · h.
2: 2. Chose desired features extraction algorithm.
3: if MFCC or LFCC then
4: Calculate spectrum S = FFT(s).
5: if LFCC then
6: C = real (FFT (log

2
(abs(S)))).

7: else
8: A. Save spectrum in BRAM and start soft-core.
9: B. Apply Mel-scale filter banks, log

2
and DCT.

10: C. Return MFCC coefficients to hardware part.
11: end if
12: else
13: A. Calculate 13 first autocorrelation coefficients.
14: B. Save coefficients in BRAM and start soft-core.
15: C. Apply Levinson-Durbin recursion.
16: if LPC then
17: Return LPC coefficients to hardware part.
18: else
19: Recalculate ci = ai +

∑i−1

j=0
jcjai−j/i.

20: Return LPCC coefficients to hardware part.
21: end if
22: end if
23: return vector of features.

are implemented in separate processes. The error e(x, y)
and back-path error Eback are estimated using sliding 2 × 2
window [15]. The DTW IP core returns an vector of indexes
corresponding recognized records. Two words comparison
takes 6404 clock pulses using DTW with border constrains.

III. INVESTIGATED FEATURES EXTRACTION ALGORITHMS

Features are extracted from frames contained 256 samples
of speech. The implementation of features extraction process is
presented in algorithm shown on Fig. 4. The LFCC algorithm
is implemented fully in hardware. It uses Radix-2 based
FFT IP core returning the spectrum after 1667 clock pulses.
Simplified log2 IP core searches the highest bit in the binary
number. The LFCCs are calculated in 66.4 μs. The MFCC,
LPC and LPCC has partial hardware/software implementation.
The 20 Mel-scale filter banks gives best recognition result for
tested data set. The coefficients of the filters are pre-calculated
and stored in look-up table. The log2 and discrete cosine
transform (DCT) are implemented in soft-core. First MFCC
is ignored and the next 12 coefficients form features vector.
The calculation of MFCC takes 3304.5 μs.

The 13-th order autocorrelation has pipelined hardware
implementation and takes 5.4 μs. The Levinson-Durbin
recursion is software-based and is computed in 1662.1 μs.
The recalculation of LPCC takes 1682.0 μs. Dual port BRAM
is used to return the features vector form software to hardware
part of system. When the last 128th features vector is stored
then the enable signal is sent to the DTW core.

IV. ISOLATED WORD RECOGNITION EXPERIMENTS

The dictionary contains the isolated Lithuanian words
pronounced by 5 male and 5 female speakers. 4 sessions
of 100 words were recorded for each speaker in the office
environment. The first session was used for the training and

TABLE I
AVERAGED ISOLATED WORD RECOGNITION RESULTS

Features Original Records with Records with
records SNR = 30 dB SNR = 15 dB

MFCC 93.2 86.7 79.3
LFCC 93.0 90.8 72.4
LPCC 91.5 89.8 83.7
LPC 82.5 78.6 67.1

TABLE II
ISOLATED WORD RECOGNITION RATES FOR MALE SPEAKERS (%)

Speaker M1 M2 M3 M4 M5 Average
MFCC
Original 100 98 91 83 86 91.6
30 dB 90 95 83 76 78 84.4
15 dB 87 92 77 62 66 76.8
LFCC
Original 99 97 91 84 89 92.0
30 dB 96 94 79 83 91 88.6
15 dB 91 72 65 69 75 74.4
LPCC
Original 99 95 90 77 79 88.0
30 dB 94 91 77 84 88 86.8
15 dB 93 85 72 79 77 81.2
LPC
Original 91 85 73 68 57 74.8
30 dB 79 82 57 66 64 69.6
15 dB 82 64 48 57 56 61.4

the rest 3 sessions were used for the testing. The recognition
rate was tested using original records and using the same
words with 30 dB and 15 dB SNR. The aim is to determine
most suitable features extraction algorithm among MFCC,
LFCC, LPCC and LPC for speaker dependent recognizer. The
averaged results over male and female speakers are given in
Table I. The best average recognition rate was achieved for
original records using MFCC (93.2%) and LFCC (93.0%)
features. The LFCC (90.8%) and little less LPCC (89.8%)
features are more robust to noise when SNR is 30 dB. The
LPCC (83.7%) features give better recognition accuracy when
SNR is 15 dB. The LPC features give the worst recognition
rates in all cases, comparing with others features extraction
algorithms.

The recognition accuracy highly depends on speaker gender,
tone of voice, articulation and speed of pronunciation. It
is important to diagnose the reasons of differences in rates
while using same features extraction method. Each entry
in the Table II and Table III evaluates the recognition
accuracy over three times repeated experiments. In the male
(Mi) speaker case there are two speakers (M1 and M2)
with high recognition accuracy over all features extraction
methods and different SNRs. There are speakers (M4 and
M5) with relatively lower rates comparing with others. These
two speakers have low tone of voice, therefore the spectral
information is distributed in low frequency domain. Some
errors are caused by different pronunciation of the same word
in the following sessions.

In the case of female speakers the F2 has lowest rate. In
the F2 records the low-frequency periodic noise is observed.

Fig. 4 Features extraction for one frame speech signal
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TABLE III
ISOLATED WORD RECOGNITION RATES FOR FEMALE SPEAKERS (%)

Speaker F1 F2 F3 F4 F5 Average
MFCC
Original 98 87 98 99 92 94.8
30 dB 94 82 91 97 81 89.0
15 dB 92 76 83 93 65 81.8
LFCC
Original 95 86 95 99 95 94.0
30 dB 95 85 93 98 94 93.0
15 dB 67 65 72 81 67 70.4
LPCC
Original 97 89 98 99 92 95.0
30 dB 97 85 93 99 90 92.8
15 dB 87 74 83 98 89 86.2
LPC
Original 93 87 92 97 82 90.2
30 dB 89 81 92 95 81 87.6
15 dB 72 66 73 87 66 72.8
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The speaker F5 pronounces the words faster than F1, F3 and
F4. It influences the accuracy, as shown in Table III.

The average recognition rate of the female records
outperforms the rate of male records in all features extraction
cases (Fig. 5). Other researchers declare similar 91–96 %
recognition rates in the speech recognition systems based
on software [4], [7], [12] and hardware [16], [17], [20]
implementations.

V. CONCLUSION

The eligibility of MFCC, LFCC, LPCC and LPC features
extraction algorithm was evaluated for real-time isolated
word recognition system based on FPGA. The results of the
experiments on original records show that LFCC and MFCC
features have approximately equal robustness. The application
of MFCC and LPCC is more suitable for recognition of clean
records. The LFCC and LPCC features are appropriate for
30 dB environment noise. The LPCC features gives the best
accuracy at 15 dB SNR comparing to other algorithms at same
noise level. The recognition rate is higher for female records
over all SNR and features extraction algorithms. It is issued
by distribution of the spectral components in low as well as
in higher frequency domain.
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