
 

 

  

Abstract—One of the purposes of the robust method of 

estimation is to reduce the influence of outliers in the data, on the 

estimates. The outliers arise from gross errors or contamination from 

distributions with long tails. The trimmed mean is a robust estimate. 

This means that it is not sensitive to violation of distributional 

assumptions of the data. It is called an adaptive estimate when the 

trimming proportion is determined from the data rather than being 

fixed a “priori’.  

The main objective of this study is to find out the robustness 

properties of the adaptive trimmed means in terms of efficiency, high 

breakdown point and influence function. Specifically, it seeks to find 

out the magnitude of the trimming proportion of the adaptive 

trimmed mean which will yield efficient  and  robust estimates of the 

parameter for data which follow a modified Weibull distribution with 

parameter λ = 1/2 , where the trimming proportion is determined by a 

ratio of two trimmed means defined as the tail length. Secondly, the 

asymptotic properties of the tail length and the trimmed means are 

also investigated. Finally, a comparison is made on the efficiency of 

the adaptive trimmed means in terms of the standard deviation for the 

trimming proportions and when these were fixed a “priori”. 

The asymptotic tail lengths defined as the ratio of two trimmed 

means and the asymptotic variances were computed by using the 

formulas derived. While the values of the standard deviations for the 

derived tail lengths for data of size 40 simulated from a Weibull 

distribution were computed for 100 iterations using a computer 

program written in Pascal language.   

The findings of the study revealed that   the tail lengths of the 

Weibull distribution increase in magnitudes as the trimming 

proportions increase, the measure of the tail length and the adaptive 

trimmed mean are asymptotically independent as the number of 

observations n becomes very large or approaching infinity, the tail 

length  is asymptotically distributed as the ratio of two independent 

normal random variables, and  the asymptotic variances decrease as 

the trimming proportions increase. The simulation study revealed 

empirically that the standard error of the adaptive trimmed mean 

using the ratio of tail lengths is relatively smaller for different values 

of trimming proportions than its counterpart when the trimming 

proportions were fixed a ‘priori’.  

 

Keywords—Adaptive robust estimate, asymptotic efficiency, 

breakdown point, influence function, L-estimates, location parameter, 

tail length, Weibull distribution. 

I. INTRODUCTION 

T has been generally realized that outliers in the data, which 

do not appear to come from  the  normal  distribution  but  
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may  have  arisen  from  Weibull distribution  with  long 

(heavy ) tails have unusually large influence on the estimates. 

Robust methods of estimation have been developed to reduce 

the influence of outliers in the data, on the estimates. Statistics 

which are represented as a linear combination of order 

statistics, called L-estimates make a proper class of robust 

estimates for estimating a location parameter. The trimmed 

mean denoted by βα,T  is a special class of L-estimates.  

Adaptive estimators pertain to those which are derived from 

the distribution of the data. For convenience in the choice of 

trimming proportions for trimmed means the user or researcher 

simply  consider the proportion of outlying data on the left and 

right tails which caused the inflation of the variance which are 

usually termed as trimming proportions when  fixed a “priori”.  

In many studies it was shown theoretically and empirically that 

choosing the trimming proportions based from the distribution 

of the data proved to be more efficient than being fixed. This 

approach is presently called the Exploratory Data Analysis 

(EDA) wherein the structure of the data can be discerned 

through the graphs of the distribution in order to rule out the 

presence of outliers as well as to get a visual perception on the 

length of the tails of the distribution and the symmetry. In the 

case of asymmetric distributions the side of the distributions 

having longer tails must be trimmed with sufficiently large 

proportion. The use of the ratio of the length of tails in the 

selection of the trimming proportions is not yet popular  even 

up to these days and   still has  to be explored for both the 

symmetric and asymmetric distributions with long tails.  

II. OBJECTIVES OF THE STUDY 

The main objective of this study is to find out the robustness 

properties of the adaptive trimmed means in terms of 

efficiency, high breakdown point and influence function. 

Specifically, it seeks to find out the magnitude of the trimming 

proportion of the adaptive trimmed mean which will yield 

efficient  and  robust estimates of the parameter for data which 

follows a modified Weibull distribution with parameter λ = 

1/2, where the trimming proportion is determined by a ratio of 

two trimmed means defined as the tail length. Secondly,   the 

asymptotic properties of the tail length and the trimmed means 

are also investigated. Finally, a comparison is   made on the 

efficiency adaptive trimmed means in terms of the standard 

deviation for the trimming proportions and when these were 

fixed a “priori”. 
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III. THEORY AND CONCEPTS 

A.  Weibull Distribution 

The Weibull distribution for 4 parameter values of  λ  is 

shown in Fig. 1 below.  It is apparent from this figure that the 

density functions for the four parameter values are long tailed. 

This implies that the variances of the distribution are relatively 

large and surely will affect the Ordinary Least Squares (OLS) 

estimates. In order to address this situation, the estimate to be 

considered is the adaptive trimmed mean. However, the 

problem that is outstanding is what is the magnitude of the 

trimming proportion on the tails of the distribution which can 

result to efficient estimates? The probability distribution of the 

Weibull distribution is: 

 

     (1) 

 

where k >0 is the shape parameter and the λ >0 is the scale 

parameter  and x  is nonnegative real number. The cumulative 

distribution function is  

 

The mean is         . 

 

and the variance is    . 
The modified Weibull distribution used in this study  has the 

probability density  

λ−−λ+Γ= x
eF 1))/11(2(  

where λ is the shape parameter. The variance of this 

distribution is  

       Var (F) =  
)/1(

)/3(

λΓ
λΓ

  

 

 
Fig. 1 Probability Density Function of Weibull Distribution (1)   for 

parameters λ = .50,1.0,1.5, and 3.0 and k=2,2,3,4 respectively 

B.  Properties of Trimmed Mean ( βα,T ) 

A number of nice properties of  βα,T ,  have been cited in 

the textbook [7]. Refer to this book  for short in the following. 

The properties are given as follows: (1) βα,T  is robust to 

outliers up to 100α %  on the left side and  100 )%1( β−  on 

the right side, (ii) the asymptotic efficiency relative to the 

untrimmed mean is ≥ 2)1( β−α−  and, (iii). It is simple to 

compute and its standard error may be estimated from the 

−β+α )(  winsorized sample. Moreover, βα,T , is 

consistent and asymptotically normal when the underlying 

distribution F is continuous at the unique quantiles 

,)1()( 1

1

1 βξαξ βα −== −
−

− FandF [8]. 

Generally, a larger proportion of data points should be 

trimmed when F has a longer tail and a smaller proportion, 

otherwise. Therefore, the choice of the trimming proportions 

would depend upon a priori knowledge of the tail-length of F. 

This information may not be available. Therefore, there is a 

need to determine the trimming proportions from the sample 

itself. The trimmed mean is called adaptive when the trimming 

proportions are determined from the data. [4] considered the 

kurtosis as a measure of the tail-length, and use the sample 

kurtosis to determine the trimming proportions. His estimate of 

the center of a symmetric distribution is given by a 

combination of several trimmed means, associated with 

different trimming proportions. Subsequently, [5] proposed a 

choice of the trimming proportions, based on the ratio R of 

two L-estimates. In a recent paper, [1] have reviewed Hogg’s 

method and presented certain theoretical and empirical results 

on the application of R as a measure of tail-length, to 

determine the trimming proportions of an adaptive trimmed 

mean. Here, we derive the robustness and asymptotic 

properties of the estimates  βα,T , and  R. 

Let Fn be the empirical distribution derived from a sample 

of n observations from the modified Weibull distribution with 

parameter λ = ½. Consider now the robustness of βα ,T with 

respect to the given measures of robustness such as the 

breakdown point and the Influence function developed by [6]. 

Denote the descriptive measure of the trimmed mean by 

βα,T (F) and the sample estimate βα,T (Fn) by βα,T  

suppressing n for convenience. Assume that F is a continuous 

distribution with a location parameter θ  which is  to be 

estimated. If )1( α−=β  then βα,T (F) is a measure of 

location of F. [7]. By an outlier in a location parameter 

context, without being very specific, refers to an observation 

which is considerably larger in absolute value than the bulk of 

the sample values. Various specific definitions of an outlier 

can be given. For example, an observation may be designated 

as an outlier if it is more than two or three times the 

interquartile range from the median. [7] defined the breakdown 

point *ε  of T(F) as the minimum proportion ε  of outlier 

contamination at x for which )( ,εxFT  is unbounded in x, 

where ε,xF  is given by xF ∆ε+ε− )1( . The finite sample 

World Academy of Science, Engineering and Technology
International Journal of Mathematical and Computational Sciences

 Vol:2, No:6, 2008 

353International Scholarly and Scientific Research & Innovation 2(6) 2008 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 M
at

he
m

at
ic

al
 a

nd
 C

om
pu

ta
tio

na
l S

ci
en

ce
s 

V
ol

:2
, N

o:
6,

 2
00

8 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/9
95

3.
pd

f



 

 

breakdown point *ε   is the smallest proportion of the n 

observations in the sample which can render the estimator out 

of bound. It is easily seen that the breakdown point *ε  for the 

trimmed mean is equal to ).1,min( β−α  [2] gives the  

derivation of  the influence function of βα,T  as shown (2) with  

αξ   and  βξ  as the βα and  quantiles  of F. These 

quantiles are uniquely determined.                         
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xI FT

,

,

)()(

,

,,

,

,,
   (2)                                        

where 

βαβαβα ξβαξαβ )1()()( ,, −++−= FTW      (3)                                                        

denotes the −− )( αβ winsorized mean. Note that  

E 0)(,,
=xI FT βα                                 (4)                                                                                               

C.  Asymptotic Property of the Trimmed Mean 

[2] derived the asymptotic property of the trimmed mean as 

follows 

∫ +−+=
βαβαβα nnFT RxFFdxIFTT )(()()( ,,, ,

 

∫ ++= nnFT RxFdIFT )()( ,, ,βαβα
 

∑
=

βα ++=
βα

n

i

niT RxFInFT

1

, )(/1)(
,

   

                (5) 

where ,0→ P

nRn as ∞→n  and  

ix denote the sample values. In fact, Rn = Op(1/n) under 

reasonable conditions. Therefore 

 

∑
=

βαβα βα
≈−

n

i

iT xFInFTTn

1

2/1
,, )(,)((

,

  

   (6) 

An application of the Central Limit Theorem shows that 

 

))(,0())(( ,, FVNFTTn d →− βαβα  (7) 

where 

.))(,(

)(,var)(

2
,

,

xFIE

xFIFV

T

T

βα

βα

=

=

             (8)                             

Here x denotes a random observation from the distribution F.  

From (2), the equation in (9) was derived. 

).()())(1()()()( 2

,

2

,

2

,

2 xdFwxWWFV ∫ −+−−+−=−
β

α

ξ

ξ
βαβαββαα ξβξααβ

       (9) 

In comparison, the asymptotic variance of the ε th
 quantile 

is given by 

.))(/()1())((var 2

, εε ξεες fxF −=     (10)                  

D.  Relative Efficiency 

Since the trimmed mean is a special member of the class of 

L-estimator, it is interesting to compare its asymptotic variance 

with the asymptotic variance of any other member of the class 

such as the untrimmed mean. The descriptive measure of an L-

estimate, measuring location, is given by 

∫ −=
1

0

1 )()()( tkdtFFT         (11)                  

where k is a probability distribution on (0,1). 

The trimmed mean )(1, FT αα −  is obtained by taking k 

uniform on ( ).1, αα −  Let T1 and T2 be two L-estimators 

determined by k1 and k2, and let f1 and f2 denote the densities 

of K1 and K2, respectively. Suppose that 

Atftf ≤≤ ))(/)((0 12     (12)             

where .1>A  [3] have shown that  (12) implies 

).,(),( 1
2

2 FTVAFTV ≤  

 

Here,  V(T1, F) and V(T2, F) denote the asymptotic variances 

of T1 and T2, respectively. It follows from the above result that 

the asymptotic relative efficiency of αα −1,T  relative to the 

untrimmed mean is bounded below by .)21( 2α−  

E.  Estimate of the Variance of Tα , β 

Let )]1([][ βα −== nsandnr  where [ x ] denotes 

the integer part of x, and let X(I) denote the I
th

 order statistic 

from the sample. The winsorized sample is given by y1, …, yn, 

where 

 









<

≤<

≤

=
+
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)(

)(

)1( ,

         (13)                   

 

the winsorized sample variance, denoted by  Sw
2
, is given by 
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2

1

2 )(
1

1
∑

=

−
−

=
n

i

iw yy
n

S           (14)                                                   

where y  denotes the winsorized sample mean. From (9) and 

the asymptotic relation (7) an estimate of the variance of 

,, βαT  was derived given by 

).)(/(arv̂ 22

, αββα −= nST w                                           

(15) 

 

E.  Tail-length 

A sample from a distribution with longer tail is likely to 

contain a larger number of outliers compared to a sample from 

a distribution with shorter tail. Therefore, for estimating a 

location parameter, using a trimmed mean, we should trim the 

sample more if the underlying distribution has longer tail, for 

the sake of robustness. In order to determine the trimming 

proportions we need to have a measure of the tail-length which 

we should be able to estimate with some precision.  A measure 

of tail-length which has been referred to in the introduction is 

given, as follows.  

It is assumed throughout the following that the modified 

Weibull  distribution F with parameter λ = ½  is symmetric 

about a location parameter θ  and that the trimmed mean is  

symmetrized, that is, the trimming proportions are equal 

( )1 αβ −= . In this case the descriptive measure of the 

trimmed mean is denoted by 

 

∫
−

−
=

α

α

ξ

ξ
α α

1

)(
21

1
)( xdFxFT          (16)                              

 

and the sample estimate of  )( FT α
 is given by 

∑
−

+=−
=

mn

mi

in X
mn

FT
)1(

)(
2

1
)(α            (17)                                                  

where ][ αnm =  and )( ix  denotes the i
th

 ordered value 

in the sample. 

Let .2/10 <<<< αδγ  The tail-length of F is 

given by 

          

)).()((/)()(()( ,1,1,01,1, FTFTFTFTFR δγγδγγδγ −−= −−−

                 (18) 

 

notice that the numerator and denominator of the right side of 

(18) are each invariant with respect to translation. Therefore, 

)(, FR δγ is invariant with respect to both translation and 

scale transformation. Clearly, )(, FR δγ  1≥ . It is also 

clear that a longer value of the tail-length will induce a larger 

value of δγ ,R . Therefore, )(, FR δγ  is a suitable 

measure of the tail-length of  F.  

 

The sample estimate of the tail-length is given by 

          

)).()(/())()(()( ,1,1,01,1, nnnnn FTFTFTFTFR δγγδγγδγ −−= −−−

                   (19) 

                    =    An/Bn,  say. 

 

The asymptotic property of )(, nFR δγ  is derived from an 

application of the asymptotic relation (6). Using this and the 

symmetry of F, a simple algebraic computation shows that the 

trimmed mean )( nFT α  and An and Bn are pair-wise 

uncorrelated when n is large. Moreover they are jointly 

normally distributed, asymptotically. Thus we have that 

Theorem 1: The modified Weibull distribution F with 

parameter λ = ½  is symmetrically distributed then it follows 

that )(, nFR δγ
 and  )( nFT α  are asymptotically 

independent, as .∞→n  Moreover, )(, nFR δγ  is 

asymptotically distributed as a ratio of two independent normal 

random variables, given by An/Bn. 

 

Remarks: 

The statistical independence of the trimmed mean 

)( nFTα  and the tail-length )(, nFR δγ , given by 

Theorem 1, is a useful result. If the trimming proportions α  of 

the trimmed mean is based on the tail-length  )(, nFR δγ  the 

result implies that the asymptotic distribution of the adaptive 

trimmed mean is the same as if α  was fixed a priori.  

IV. METHODS AND MATERIALS 

By using the modified form of the standard Weibull 

distribution with the formula for the density function as:  

λ−−λ+Γ x
e1))/11(2(  

 

The tail lengths    )(, FR δγ  for certain values of γ and δ 

and the corresponding respective asymptotic variances  Vα(F)  

for  the Weibull distribution were computed for λ = ½ using 

the formulas shown in the previous sections. The results are 

shown in Table I. 

Table I shows that the tail lengths increase as the (γ,δ)  

increase while the variances of the trimmed means decrease 

when α increase. This reveals the desirability of the tail length 

in the light of high breakdown point and efficiency as 

robustness properties.  

In Table II, the selection rule is presented given the tail 

lengths which can be summarized as follow: 

Selection Rule Says that 
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� if the tail lengths  are x  = )(2,.1. FR   < 

1.5   or     y = )(3,.15. FR   < 2.0   then use 

α = .05.  

� if the tail lengths are 0.25.1 <≤ x  or 

5.20.2 <≤ y  then use α = .10. 

� if the tail lengths are  5.20.2 <≤ x or  

0.35.2 <≤ y  then use α = .15. 

� if the tail lengths are 0.35.2 <≤ x  or 

5.30.3 <≤ y  then use α = .20. 

� if the tail lengths are x≤0.3  or  y≤5.3  

then use α = .30. 

V. EMPIRICAL RESULTS 

From the modified Weibull distribution, a random sample of 

n = 40 observations was generated. From these samples, the 

adaptive trimmed means  TA, TA’,  and the trimmed means for 

two fixed values Tα, for α = .05  and .10 were computed.  With 

m = 100 iterations,  the m values of TA, TA’, T.05, T.10’  were 

obtained from which the standard deviations were also 

computed such as S(TA), S(TA’), S(T.05),  and S(T.10) 

respectively as shown in  Table III. It is apparent from this 

table that the standard deviations are relatively smaller for the 

adaptive trimmed means TA and TA’ than those trimmed means 

wherein the trimming proportions were fixed a “priori” at .05 

and .10. This indicates the relative efficiency of the adaptive 

procedure which substantiates the findings of [1]. 

VI. CONCLUSION 

1. The tail length of the Weibull distribution increases in 

magnitudes as the trimming proportion increases.  

2. The measure of the tail length and the adaptive 

trimmed mean are asymptotically independent as the 

number of observations n becomes very large or 

approaching infinity.  

3. The tail length is asymptotically distributed as the 

ratio of two independent normal random variables.  

4. The asymptotic variances decrease as the trimming 

proportions increase.  

5. The standard error of the adaptive trimmed mean is 

relatively smaller than its counterpart wherein the 

trimming proportions were fixed a ‘priori’. 

6. The proposed adaptive rule may be used with 

advantage in the absence of any prior ground for an 

appropriate choice of the trimming proportions. 

VII. FUTURE DIRECTION 

The refinement and applicability of the selection rule on the 

trimming proportions corresponding to the tail lengths 

)(, FR δγ  specifically for modified Weibull distribution are 

recommended. Furthermore, investigation on the applicability 

of the selection rule with some adjustments on the degree of 

skewness for assymetrical distribution are hereby 

recommended. 

The extension of the procedure can be explored for   

quantile regression analysis on the choice of the  ξ th quantile 

values that instead of being symmetrized, that is (ξ, 1-ξ) at two 

tails of the error distribution being fixed, adaptive trimming 

proportions based on tail lengths can be a potential choice.  
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TABLE I 

TAIL-LENGTH  )(, FR δγ  AND ASYMPTOTIC VARIANCE OF TRIMMED MEAN αT  

Trim size Tail Length     )(, FR δγ   Asymptotic Variance         Vα(F)        

(γ,δ) (.1,.2) (.1,.25) (.15,.30) (.20,.30) α = 0 α = .1 α=.15 α=.20 α=.25 

Distribution          

 

Modified 

Weibull 

λ = ½ 

 

 

3.06 

 

 

3.58 

 

 

4.17 

 

 

4.28 

 

 

120.0 

 

 

45.41 

 

 

34.73 

 

 

22.97 

 

 

20.64 

 

 
TABLE II 

SELECTION RULE FOR THE VALUES OF TAIL LENGTHS AND  α 

Values of     α A. Select   

            x  = )(2,.1. FR    if 

A’.  Select 

           y = )(3,.15. FR    if 

.05 x < 1.5 y < 2.0 

.10 0.25.1 <≤ x  5.20.2 <≤ y  

.15 5.20.2 <≤ x  0.35.2 <≤ y  

.20 0.35.2 <≤ x  5.30.3 <≤ y  

.30 x≤0.3  y≤5.3  

 

 
TABLE III 

STANDARD ERRORS OF TA, TA’, Tα, Tα’ 

Distribution S(TA) S(TA’) S(Tα) 

α = .05 

S(Tα’) 

α = .10 

 

Modified Weibull 

 

.560 

 

.553 

 

.759 

 

.632 

λ = ½     
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