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#### Abstract

ANNARIMA that combines both autoregressive integrated moving average (ARIMA) model and artificial neural network (ANN) model is a valuable tool for modeling and forecasting nonlinear time series, yet the over-fitting problem is more likely to occur in neural network models. This paper provides a hybrid methodology that combines both radial basis function (RBF) neural network and auto regression (AR) model based on binomial smoothing (BS) technique which is efficient in data processing, which is called BSRBFAR. This method is examined by using the data of Canadian Lynx data. Empirical results indicate that the over-fitting problem can be eased using RBF neural network based on binomial smoothing which is called BS-RBF, and the hybrid model-BS-RBFAR can be an effective way to improve forecasting accuracy achieved by BSRBF used separately.
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## I. INTRODUCTION

TIME series analysis and forecasting is an active research area. The accuracy of time series forecasting is fundamental to many decision processes. A wide variety of research, including statistics, neural networks, wavelets, fuzzy set, principal component analysis and chaos, has been undertaken to deal with the different characteristics of time series. Recently, artificial neural networks (ANNs) have been extensively studied and used in time series forecasting [1]-[2].

In essence, a real-world problem is often complex in nature and any single model may not be able to capture different patterns equally well. In such cases, utilization of hybrid model can be of benefit since the well-known M-competition [3] in which combination of forecasts from more than one model often leads to improve forecasting performance. Hybrid methods are robust analysis tools for a large class of complex problems not amenable to traditional classical methods. By combining different methods, complex autocorrelation structures in the data can be modeled more accurately. In addition, the problem of model selection can be eased with little extra effort [1]. In neural network forecasting research, a number of combining schemes have been proposed, including ANNARIMA model [1],[4]-[6], fuzzy ANN model [7], Chaos ANN model [8]-[9], Wavelet Analysis ANN Model [10], and Principal Component

[^0]Analysis ANN model [11]-[13].
One of the most important and widely used time series models is the ANNARIMA model. A hybrid ARIMA and neural network model was proposed to forecast short-term electricity price [5]. Durdu Ömer Faruk described a hybrid neural network and ARIMA model for water quality prediction [6]. These hybrid models take advantage of the unique strength of ANN and ARIMA in nonlinear and linear modeling. The benefits of such methods appear to be substantial especially when dealing with non-stationary series: non-stationary nonlinear component using neural network model and the residual is stationary linear component which can be modeled by ARIMA model. Although ANNARIMA model is a valuable tool for modeling and forecasting nonlinear time series, the over-fitting problem is more likely to occur in neural network models [14]. Since the parameters of RBF neural networks are only lambda values that need to be trained and binomial smoothing technique which is efficient in data processing [4],[15], In this paper, we propose a hybrid approach to time series forecasting using both RBF neural network and AR model based on binomial smoothing in data processing, which is called BS-RBFAR. In the hybrid technique, a complex problem is decomposed into parts solved by a combination of methods. First, the data sets are smoothed by binomial smoothing technique. Then the smoothed data sets are modeled by RBF neural network. By doing so, the non-stationary nonlinear component is removed. The residuals, which are assumed to be stationary linear, are modeled by AR model. Finally, the predicted components from both RBF neural network and AR model are aggregated to obtain the overall prediction. The result indicate that the over-fitting problem can be eased using RBF neural network based on binomial smoothing (BSRBF) in data processing, and the hybrid model-BS-RBFAR is believed to greatly improve the prediction performance of the single BS-RBF in forecasting Canadian Lynx.
The remaining sections of this paper are organized as follows. The next section, we review the ANN modeling with binomial smoothing preprocessing approaches and AR modeling approaches to time series forecasting. The hybrid methodology is introduced in Section III. Empirical results from real data sets are reported in Section IV. Section V contains the concluding remarks.

## II. Time series forecasting models

## A. Binomial smoothing preprocessing

With ANNs, the nonlinear model form must be estimated from the data. Therefore, the over-fitting problem is more likely to occur in neural network models [14]. That is, the network fits the training data very well, but has poor generalization ability for data out of the sample. This paper employs smoothing technique in data processing.

Since smoothing by long least-squares polynomial (LSP) sequences leads to transmission zeros, phase reversals, and overshoots that may be objectionable in some applications [15], an alternative method, the binomial smoothing technique because a smoothing sequence is defined by the binomial coefficients can improve these problems. What's more, this binomial filter is most effectively computed. It is applicable in a wide range of situations [15].

Each three-point binomial smoothing $\left\{y_{k}\right\}$ of an $n$-point data sequence $\left\{x_{k}\right\}$ can be performed as follows:

$$
\begin{aligned}
z_{1} & =\left(x_{1}+x_{2}\right) / 2, \ldots \\
z_{k} & =\left(x_{k}+x_{k+1}\right) / 2, \ldots \\
z_{n-1} & =\left(x_{n-1}+x_{n}\right) / 2, \\
y_{2} & =\left(z_{1}+z_{2}\right) / 2, \ldots \\
y_{k} & =\left(z_{k-1}+z_{k}\right) / 2 \\
& =\left[\left(x_{k-1}+x_{k}\right) / 2+\left(x_{k}+x_{k+1}\right) / 2\right] / 2 \\
& =\left(x_{k-1}+2 x_{k}+x_{k+1}\right) / 2^{2}, \ldots \\
y_{n-1} & =\left(z_{n-2}+z_{n-1}\right) / 2
\end{aligned}
$$

And finally $y_{1}=\left(x_{1}+z_{1}\right) / 2$ and $y_{n}=\left(z_{n-1}+x_{n}\right) / 2$. This keeps the end points fixed and avoids cumulative end effects. This method is much faster than using longer binomial sequences directly or LSP smoothing.

A three-point binomial smoothing sequence is defined by the binomial coefficients as follows:

$$
\{1,2,1\} / 2^{2}
$$

A $n+1$-point binomial smoothing sequence is defined by the binomial coefficients as follows:

$$
\left\{\binom{n}{0},\binom{n}{1}, \ldots,\binom{n}{k}, \ldots,\binom{n}{n}\right\} / 2^{n}
$$

## B. The RBF neural network

Neural networks are a class of flexible nonlinear models that can discover patterns adaptively from the data without prior assumption about the underlying relationship in a particular problem. It is often not an easy task to build an multilayer perceptron (MLP) for time series analysis and forecasting because of the large number of factors related to the model section process [14], yet the parameters of RBF neural networks are only lambda values that need to be trained, the function approximation ability and convergence rate are better than standard neural networks. In addition, RBF neural network is a class of local minimum network which can avoid local optimum [4],[16]. This paper employs RBF neural network to capture nonlinear patterns.

The RBF neural network is composed of three layers of


Fig. 1. RBF neural network architecture.
nodes. Fig. 1 shows a typical radial basis function (RBF) neural network model used for forecasting purposes. The input nodes are the previous lagged observations, the output provides the forecast for the future value. The hidden nodes contain the radial basis functions (RBF). Suppose we have $n$-point data sequence $\left\{y_{k}\right\}, r$ inputs and one output node are used in neural model, then we have $n-r$ training patterns. The first pattern is composed of $\left(y_{1}, y_{2}, \ldots, y_{r}\right)$ as the inputs and $y_{r+1}$ as the output. The second training pattern contains $\left(y_{2}, y_{3}, \ldots, y_{r+1}\right)$ for the inputs and $y_{r+2}$ for the output. Finally, the last training pattern is $\left(y_{n-r}, y_{n-r+1}, \ldots, y_{n-1}\right)$ for the inputs and the $y_{n}$ for the output. The relationship between the output $y_{t}$ and the inputs $\left(y_{t-1}, y_{t-2}, \ldots, y_{t-r}\right)$ has the following mathematical representation:

$$
\left\{\begin{array}{l}
y_{t}=\sum_{i=1}^{q} w_{i} a_{i}+w_{0}  \tag{1}\\
a_{i}=\exp \left(-\sum_{j=1}^{r}\left(y_{t-j}-\hat{y}_{t-j}\right)^{2} / \delta_{i}^{2}\right)
\end{array}\right.
$$

where $y_{t-j}$ is the ith RBF unit for input variable $j, \hat{y}_{t-j}$ is the centre of jth variable of input pattern $t, \delta_{i}$ is the width of ith RBF unit, $w_{i}$ is the weight between ith RBF unit and output, $w_{0}$ is the biasing term at output node, $r$ is the number of input nodes, $q$ is the number of hidden layer nodes. Note that Eq. (1) indicates a linear transfer function is employed in the output node as desired for forecasting problems. This simple structure of the network model has been shown to be capable of approximating arbitrary function.

## C. The AR model

When the nonlinear restriction of the model form is relaxed, the possible number of linear structures that can be used to describe and forecasting a time series is enormous. For a stationary time series, the auto regression (AR) model relates the future value to past and present values in a linear fashion. A process is said to be an autoregressive process of order $p$ if

$$
\begin{equation*}
y_{t}=\mu+\phi_{1} y_{t-1}+\phi_{2} y_{t-2}+\ldots+\phi_{p} y_{t-p}+\varepsilon_{t} \tag{2}
\end{equation*}
$$

where $\phi_{i}(i=1,2, \ldots, p)$ are the autoregressive parameters, $\mu$ is the mean of the series and $\varepsilon_{t}$ is a random process with
a mean of zero and a constant variance of $\delta^{2}$. The BoxJenkins methodology includes three iterative steps of model identification, parameter estimation and diagnostic checking. The order of the process $p$ can be estimated using various methods such as autocorrelation plots, Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). AIC is generally used if one needs to automate the autoregressive order identification process [17]. The lower the AIC is the better the model is. Once the order is identified, estimation of the model parameters is straightforward. The parameters can be estimated using methods such as least squares or YuleWalker equations. The last step of model building is the diagnostic checking of model adequacy. Several diagnostic statistics and plots of the residuals can be used to examine the goodness of fit of the tentatively entertained model to the historical data.

## III. The hybrid methodology

Since real-world time series are rarely pure linear or nonlinear. Hence, by combining ANN model with ARIMA model, complex autocorrelation structures in the data can be modeled more accurately. Additionally, because of the possible unstable or changing patterns in the data, using the hybrid method can reduce the model uncertainty which typically occurred in statistical inference and time series forecasting [18].
It may be reasonable to consider a time series to be composed of a nonlinear component and a linear autocorrelation structure. The hybrid model $Y_{t}$ can then be represented as follows:

$$
\begin{equation*}
Y_{t}=N_{t}+L_{t} \tag{3}
\end{equation*}
$$

where $N_{t}$ denotes the nonlinear component, $L_{t}$ denotes the linear component. These two components have to be estimated from the data. First, an $n$-point data sequence $\left\{x_{k}\right\}$ are smoothed by binomial smoothing technique. Then the smoothed data sequence $\left\{y_{k}\right\}$ are modeled by RBF neural network. By doing so,the non-stationary nonlinear component is removed. Let $e_{t}$ denote the residual at time $t$ from the nonlinear model, then

$$
\begin{equation*}
e_{t}=x_{t}-\hat{N}_{t} \tag{4}
\end{equation*}
$$

where $\hat{N}_{t}$ is the forecast value for time $t$ from the estimated relationship (1).

Since the RBF model cannot capture the linear structure of the data, the residuals of nonlinear model will contain information about the linearity. By modeling residuals using AR model, linear relationships can be discovered. With the AR model for the residuals will be

$$
\begin{equation*}
e_{t}=\mu+\phi_{1} e_{t-1}+\phi_{2} e_{t-2}+\ldots+\phi_{p} e_{t-p}+\varepsilon_{t} \tag{5}
\end{equation*}
$$

where $\varepsilon_{t}$ is the random error. Residuals are important in diagnosis of the sufficiency of linear models. A linear model is not sufficient if there are still linear correlation structures left in the residuals. Denote the forecast from (5) as $\hat{L}_{t}$, the combined forecast will be

$$
\begin{equation*}
\hat{Y}_{t}=\hat{N}_{t}+\hat{L}_{t} \tag{6}
\end{equation*}
$$

The results from the AR model can be used as predictions of the error terms for the RBF model. The hybrid model exploits the unique feature and strength of ANN model as well as ARIMA model in determining different patterns. Thus, it could be advantageous to model linear and nonlinear patterns separately by using different models and then combine the forecasts to improve the overall modeling and forecasting performance.

## IV. Experiments

## A. Data preprocessing and forecasting evaluation methods

A well-known data set-the Canadian lynx data is used in this study to demonstrate the effectiveness of the neural network based on binomial smoothing and the effectiveness of the hybrid method. The lynx series contains the number of lynx trapped per year in the Mackenzie River district of Northern Canada. The data set has 114 observations, corresponding to the period of 1821-1934. Training set has 100 observations, corresponding to the period of 1821-1920. Test set has 14 observations, corresponding to the period of 1921-1934. It has been extensively analyzed in the time series literature with a focus on the nonlinear modeling. Following other studies [1],[19], before the forecasting study, the logarithms (to the base 10) of the data are used in the analysis. Then three-point binomial smoothing was used in this paper. The data and the smoothed data series are plotted in Fig. 2.


Fig. 2. The actual and the smoothed Canadian Lynx data series.
There are several methods of measuring a time series model's accuracy. We examine the forecasting accuracy by calculating two different evaluation statistics: the root mean square error (RMSE) and the mean absolute percentage error (MAPE) in this paper. They are expressed in the following:

$$
\begin{aligned}
& R M S E=\sqrt{\frac{1}{N} \sum_{t=1}^{N}\left(A_{t}-F_{t}\right)^{2}} \\
& M A P E=\frac{1}{N} \sum_{t=1}^{N}\left|\frac{A_{t}-F_{t}}{A_{t}}\right| 100 \%
\end{aligned}
$$

where $A_{t}$ and $F_{t}$ are the ith actual and predicted values respectively, and $N$ is the total number of predictions.
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## B. Results

Short-term predictions are modeled and different mathematical models are presented to forecast Canadian Lynx data. In this study, neural network models are built using the RBF neural network. Only the one-step-ahead forecasting is considered. Four inputs are used in neural model. Fig. 3-6 gives the actual values and the forecast values with individual


Fig. 3. RBF neural network prediction of Canadian Lynx data.


Fig. 4. BS-RBF prediction of Canadian Lynx data.


Fig. 5. BS-RBF and BS-RBFAR prediction of Canadian Lynx data.


Fig. 6. BS-RBF and BS-RBFAR prediction of Canadian Lynx data(1921-1934).
TABLE I
The forecasting results for the Canadian lynx data

| model | RMSE | MAPE |
| :--- | :--- | :--- |
| BS-RBF | 0.0530 | 0.0142 |
| BS-RBFAR | 0.0469 | 0.0118 |

models of RBF neural network and RBF neural network based on binomial smoothing (BS-RBF) as well as the hybrid RBF neural network and AR model based on binomial smoothing (BS-RBFAR). Table 1 gives the forecasting results for the Canadian lynx data.
Results show that while applying RBF neural network based on binomial smoothing can ease the over-fitting problem and can be used for forecasting time series. But the RBF neural network based on binomial smoothing can not capture all of the patterns in the data. The results of the hybrid model show that by combining two models together, the overall forecasting errors can be significantly reduced the MAPE and RMSE, the percentage improvements of the hybrid RBF neural network and AR model based on binomial smoothing (BS-RBFAR) over the RBF neural network based on binomial smoothing (BS-RBF).

## V. Conclusion

Theoretical as well empirical evidences in the literature suggest that the hybrid model will have lower generalization variance or error and can reduce the model uncertainty which typically occurred in statistical inference and time series forecasting. Furthermore, by binomial smoothing preprocessing to the data, the over-fitting problem that is more strongly related to neural network models can be eased.
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