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 Abstract—An emotional speech recognition system for the 
applications on smart phones was proposed in this study to combine 
with 3G mobile communications and social networks to provide users 
and their groups with more interaction and care. This study developed 
a mechanism using the support vector machines (SVM) to recognize 
the emotions of speech such as happiness, anger, sadness and normal. 
The mechanism uses a hierarchical classifier to adjust the weights of 
acoustic features and divides various parameters into the categories of 
energy and frequency for training. In this study, 28 commonly used 
acoustic features including pitch and volume were proposed for 
training. In addition, a time-frequency parameter obtained by 
continuous wavelet transforms was also used to identify the accent and 
intonation in a sentence during the recognition process. The Berlin 
Database of Emotional Speech was used by dividing the speech into 
male and female data sets for training. According to the experimental 
results, the accuracies of male and female test sets were increased by 
4.6% and 5.2% respectively after using the time-frequency parameter 
for classifying happy and angry emotions. For the classification of all 
emotions, the average accuracy, including male and female data, was 
63.5% for the test set and 90.9% for the whole data set. 
 

Keywords—Smart phones, emotional speech recognition, social 
networks, support vector machines, time-frequency parameter, 
Mel-scale frequency cepstral coefficients (MFCC). 

I. INTRODUCTION 
ITH the popularity of smart phones and the 3G mobile 
Internet, mobile communications have already become 

an integral part of modern life. Mobile Internet is the use of 
high-speed communication networks to achieve the interactive 
activities and transactions among people. Skiba et al. [1] 
defined mobile communication technologies as the utilization 
of wireless terminal equipment for web browsing, email 
delivery, online trading, news reading, radio listening, voice 
and video conferencing services, etc. According to the statistics 
of “Opera Mini”, the world’s annual growth rate of mobile 
Internet has increased substantially in recent years due to the 
development of wireless networks and the use of smart phones, 
indicating the mobile Internet as a global trend. 
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Internet community is a social phenomenon formed by a 
group of people communicating with each other through 
various electronic devices. The social networks are widespread 
and not restricted by time or space, so people can join together 
to form an Internet community group based on information 
sharing and emotional support. As the growth of micro 
blogging services, lots of people are using mobile phones for 
the access of wireless Internet and they are more active than the 
other users. Recently, micro blogging services such as Twitter, 
Facebook, and Plurk have become fast growing and very 
popular social networking websites. Therefore, the 
combination of smart phones and social networking websites 
can increase the interaction of people and their community 
groups. 

Speech communication is an important way to express one’s 
ideas and emotions. In addition to semantic statements, the 
accent and intonation in a sentence is also a very important part 
of showing emotions. In the course of a dialogue, the same 
words by a different tone of presentation can cause the feeling 
of different emotions. Thus, it is an important issue in 
emotional speech recognition to obtain emotional data from the 
features of speech such as pitch and volume for analysis. For 
example, if the speech features in a phone call can be obtained 
and analyzed using machine learning techniques, then one can 
recognize the speaker’s emotional status and make a suitable 
response. 

In this study, the support vector machine was used to develop 
a mechanism for recognizing the major emotions of human 
speech, including happiness, anger, sadness and normal. To 
reduce the computation time and complexity, the mechanism 
divides various parameters into the categories of energy and 
frequency and uses a hierarchical classifier to adjust the 
weights of acoustic features for training. In addition, a 
time-frequency parameter obtained by the continuous wavelet 
transform was used to identify the accent and intonation in a 
sentence during the recognition process to achieve better 
results. 

In this study, the Berlin Database of Emotional Speech was 
used by dividing the speech into male and female data sets for 
training and testing. An experiment was conducted to compute 
the average accuracies of the test set and whole data set. The 
emotional speech recognition mechanism proposed in this 
study can be used on smart phones to combine with social 
networking websites and the functions of micro blogging 
services, allowing users to integrate more easily with their 

W

World Academy of Science, Engineering and Technology
International Journal of Electronics and Communication Engineering

 Vol:4, No:12, 2010 

1730International Scholarly and Scientific Research & Innovation 4(12) 2010 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 E
le

ct
ro

ni
cs

 a
nd

 C
om

m
un

ic
at

io
n 

E
ng

in
ee

ri
ng

 V
ol

:4
, N

o:
12

, 2
01

0 
pu

bl
ic

at
io

ns
.w

as
et

.o
rg

/9
31

4.
pd

f



 

 

community groups so as to increase the interaction and concern 
among people. 

II. RELATED RESEARCHES 
In this section, the related researches about emotional speech 
recognition are described, including classification of emotions, 
emotional speech databases, speech features and the classifiers 
used in emotional speech recognition. 
 
1.1 Classification of Emotions 

To investigate emotional speech recognition, one must first 
understand the classification of emotions. Human beings are 
born with emotional reactions, which have a great impact on 
their mental and physical health as well as social relationships. 
Psychologists have conducted a lot of researches in emotion 
classification, and they tried different models to analyze and 
classify emotions, for example, (1) Discrete model: the most 
representative one is the circumplex model of personality and 
emotions proposed by Plutchik [2] in 1980. He divided the 
basic human emotions into eight types: trust, joy, anticipation, 
anger, disgust, sadness, surprise and fear, which were 
combined into ther more complex emotions, to distinguish and 
explain the complex human emotions. (2) Dimensional model: 
in 1980, Russell [3] used the distribution of different arousal 
and pleasure levels in a 2D coordinate system to distinguish 
between 28 adjectives of emotions (Figure 1), where each 
quadrant contains a number of emotional adjectives. The model 
can be used to explain the performance of different emotions. 
In this model, arousal expresses the intensity of emotions and 
its performance ranges from “excited” to “calm”; pleasure 
stands for the evaluation of emotions and its performance 
ranges from positive to negative. For example, both “happy” 
and “angry” have higher levels of arousal but different levels of 
pleasure, and thus they reveal different emotional results. 

 
Fig. 1. Russell’s arousal-pleasure emotional model 

 
(3) Biological and neural model: Posner et al. [4] classified 
human emotions based on the neurological point of view. They 
recorded the statuses in different parts of cerebral cortex and 
analyzed the data based on the reactions of human brains to 
different emotions. Yang’s study [5] pointed out that an 

emotion is not just a feeling and it is a reaction from human 
body to help the survival mechanism. Human emotions are 
generated directly by sending messages from the amygdala to 
the cerebral cortex or indirectly by hormone secretion through 
the hypothalamus to the body, causing physiological changes 
such as muscle contraction and the increase of blood pressure 
and heart rate. These physiological changes are feedbacked to 
brain’s sensory cortex, which then sends the messages to the 
frontal lobes. Thus, the physiological changes are often 
explained as emotions, and the records of physiological 
responses can also be used as a form of emotional 
classification. 
 
1.2 Emotional Speech Databases 

In general, the emotional speech databases can be divided 
into three kinds based on the ways they are produced, i.e., 
natural emotional speech, simulated by actors and actresses, 
and directed by human-machine interaction, and different kinds 
of databases may result in different recognition rates. Hun and 
Zhang [6] found that a higher recognition rate (about 90%) for 
angry and normal emotions could be achieved if the emotional 
speech data were simulated by actors and actresses, and the 
recognition rate was reduced to 75% if the speech data were 
simulated by a normal person. The recognition rate dropped to 
65% when using real emotional speech data. In this study, the 
Berlin Database of Emotional Speech [7] was used for training 
and testing. The speech data were produced from 10 irrelevant 
sentences, with 16-bit audio format and 16 KHz sample rate in 
WAV files, and the length of each sentence ranges from 3 to 8 
seconds. The speech data were simulated by 5 actors and 5 
actresses and divided into 7 emotional categories, namely, 
angry, tired, disgusting, fear, happiness, sadness and normal. 
 
1.3 Speech Features 

The purpose of feature selection is to determine the most 
representative features in emotional speech data as the basis for 
recognition, so it is very important for increasing the accuracy 
of the results. In the process of emotional speech recognition, 
this study tried to identify the features of emotional speech 
from the dynamic audio signals. In addition to the three 
elements of human voice [8], i.e., timbre, intensity (or 
amplitude), and pitch (or frequency), Table 1 also lists the 
features often used in the related researches. Among them, 
Mel-scale frequency cepstral coefficients (MFCC) contain 
several features commonly used in emotional speech 
recognition. Also, through the conversion of MFCC, the 
frequencies of perceived audio signals can be closer to the 
actual physical experience of human hearing. 
 

TABLE I   THE FEATURES USED IN THE RELATED RESEARCHES 
Features Researches 

Frequency, Amplitude, Duration, Formant Cai [9] 
Frequency, Amplitude, Formant, MFCC Kwon [10] 

Frequency, Amplitude Schuller [11] 
Frequency, Amplitude, MFCC Vogt [12] 

Frequency, Amplitude, Duration, Formant, 
Bandwidth Petrushin [13] 

 
1.4 Classifier 
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In this study, the emotional speech data were analyzed with 
machine learning methods after feature extraction. There are a 
few commonly used speech recognition techniques, including 
Gaussian mixture model (GMM) [14], hidden Markov model 
(HMM) [15], linear discriminant analysis (LDA) [16], 
k-nearest neighbor (KNN) algorithm [17, 18], neural network 
algorithms [19] and support vector machines (SVM) [20]. 
These classifiers are of different approaches and have different 
features. After selecting the feature vector, the classifiers can 
use the speech database for training their feature models, and 
then add a new data set to perform emotional speech 
recognition. 

III. RESEARCH METHOD 
The frequency of human voice ranges from 60Hz to 1000Hz, 

but the human ear can receive the audio between 10Hz and 20K 
Hz in which 1.2KHz~1.4KHz is the most sensitive frequency 
band. In the process of recording, the human voice is converted 
into analog signals through a microphone, and then 
transformed into digital signals through the analog to digital 
converter (ADC) for processing and analysis. The flowchart of 
emotional speech recognition used in this study is shown in 
Figure 2, where the pre-processing step extract the features 
from the speech data to generate representative data (or feature 
vector), which can be used by the classifier for training the 
feature model. Then, the new data set can be added to obtain the 
recognition results. 
 

 
Fig. 2. The flowchart of emotional speech recognition 

 
The emotional speech data used in this study were selected 

from 4 categories of the database, i.e., angry, happy, sad and 
normal emotions. The data contained a number of 339 speech 
samples (189 male samples and 150 female samples), in which 
75% of the samples were used as training set, and 25% of the 
samples were used as test set (Table 2). 
 

 TABLE II THE EMOTIONAL SPEECH DATA USED IN THIS STUDY 
 Anger Happiness Sadness Normal Total 

Male 67 45 40 37 189 
Female 60 27 38 25 150 
Total 127 72 78 62 339 

 
2.1 Pre-processing 
Before extracting the features, the original emotional speech 
data have to go through the pre-processed step (Figure 3), 
which converts the speech data of various lengths into a simple 
format containing several frames with the same size through 
signal compensation and segmentation. Therefore, it is easier 
for the feature extraction and classification in the follow-up 
steps. 

 

 
Fig.  3. The pre-processing step to extract speech features 

 
The purpose of pre-emphasis is to compensate for the loss of 

high-frequency portion due to the conversion from analog to 
digital signals such that the amended spectrum is closer to the 
human auditory system. To facilitate the signal analysis and 
processing, the emotional speech data are first segmented into a 
number of audio frames of smaller time units. According to 
Rabiner and Schafer [21], the selection of frame size around 
10-20ms is the most appropriate because the frame must 
contain at least two basic cycles of the audio signals, and there 
are some overlapped portions between the adjacent frames to 
prevent the audio signals from changing too much. The final 
part of pre-processing step is to multiply the frame signals by a 
fixed Hamming Window function (Figure 4), which aims to 
amplify the central part of the frame signals and reduce the gaps 
at the junctions of the frames. After the completion of 
pre-processing step, speech signals can be converted into 
concentrated signals in small-size audio frames of the same 
time unit. 
 

 
Fig. 4. The window functions used in speech processing 

 
2.2 Time-frequency Feature 

In general, the methods of emotional speech recognition first 
divide the speech data into a number of shorter frames, and then 
analyze the segmented frames based on the extracted features. 
Therefore, this study proposed a time-frequency parameter 

Results 

Emotional Speech 
Database 

Pre-processing Feature 
Extraction 

Classifier
Training 
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obtained by continuous wavelet transforms to identify the 
accent and intonation in a sentence during the recognition 
process. The wavelet transform is a powerful tool to analyze 
non-stationary signals in time and frequency domains. After the 
speech data are processed by continuous wavelet transforms 
using Morlet mother wavelet, the maximum wavelet transform 
coefficient at each sampling point is selected among all depth 
layers. Also, the threshold is set to eliminate the high-frequency 
part of the signals for reducing the impact of unvoiced sounds. 
Finally, the time for the maximum instantaneous frequency of 
normalized audio signals to occur in a sentence is calculated 
and used as an important parameter of speech features. 

The following figures show the results of wavelet transform 
performed on the emotional speech data, which were produced 
by the same actors speaking the same words to express different 
emotions. In these figures, the upper part is the analyzed signals, 
and a lower scale means a higher frequency and thus a better 
time resolution; the middle part shows the changes of wavelet 
transform coefficients in coloration mode; the lower part shows 
the time when the highest frequency occurs. 

In Figure 5, the result of wavelet transform for angry 
emotion is displayed and it can be seen that the highest 
frequency occurs at about 0.5 seconds. Figure 6 is the result of 
happy emotion, and the maximum frequency occurs at 2.7 
seconds. Figure 7 is the result of sad emotion and the highest 
frequency occurs at 1.1 seconds. Figure 8 is the result of normal 
emotion and the highest frequency occurs at 1.6 seconds. Thus, 
the time for the highest frequency to occur in emotional speech 
data varies when the speaker has different emotions. In addition 
to the 28 features obtained from the segmented frames, the 
time-frequency parameter is also used as a feature to identify 
the emotions of the speaker for achieving better recognition 
results. 
 

 
Fig. 5. Result of wavelet transform for angry emotion 

 

 
Fig. 6. Result of wavelet transform for happy emotion 

 

 
Fig. 7. Result of wavelet transform for sad emotion 

 

 
Fig. 8. Result of wavelet transform for normal emotion 

 
2.3 Hierarchical Classification 

Considering of the relationship between emotions and their 
features as well as the computational complexity, this study 
decided to adopt the hierarchical classification to deal with the 
features of arousal and pleasure separately (Figure 9). 
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Fig. 9. Two-stage hierarchical classification 

 
The first stage performs classification based on the arousal 

features, using the energy-related features for training to divide 
the speech data into excited and calm categories. The second 
stage performs classification based on the frequency features. 
The excited category is divided into happy and angry emotions, 
and the calm category is divided into sad and normal emotions. 
The objective of using hierarchical architecture is to improve 
the accuracy of emotional speech recognition while reducing 
the computation workload of support vector machines during 
their operation. 

The speech features used in the hierarchical classifier are 
shown in Table 3, consisting of 28 basic feature parameters as 
well as the time-frequency parameter proposed in this study. 
The classifier starts with the feature classes of volume and 
zero-crossing rate in Stage 1, and then the feature classes of 
pitch and spectrum in Stage 2. The time-frequency parameter is 
also used in Stage 2 to improve the recognition rate. A total of 3 
support vector machines and 29 feature parameters were used 
in to classify the emotional speech data into four categories, i.e., 
anger, happiness, sadness and normal. 

 
TABLE III SPEECH FEATURES USED IN THE HIERARCHICAL CLASSIFIER 
 Feature Class Feature Parameters 

Stage 1 

Volume 
volume average, maximum volume, 
minimum volume, the volume median, 
standard deviation of the volume 

Zero-crossing 
Rate 

zero average, zero rate of maximum, 
minimum value of zero rate, zero rate of 
intermediate values, standard deviation 
of zero-crossing rate 

Stage 2 
Pitch average pitch, maximum pitch, minimum 

pitch, standard deviation of pitch 

Spectrum Mel frequency cepstral coefficients 1-13, 
time-frequency parameter 

 
2.4 Support Vector Machine 
  The SVM classification algorithm, proposed by Vapnik [20], 
is a machine learning method based on the statistical learning 
theory, mainly and often used to perform the classification for a 
large number of high-dimensional data. The algorithm is often 
used in pattern recognition, image processing, bio-informatics 
and other related fields. The concept of SVM is to find a 
multi-dimensional hyperplane between two sets of data, and 
use this hyperplane to distinguish these two sets of data (Figure 
10).  

 

 
Fig. 10. (a) Using support vector machine for classification 

(b) Using a mapping function to distinguish non-linear data sets 
 
However, if the data sets are nonlinear and separable, a 

mapping function must be used to transform the data into a 
higher-dimension feature space for classification. By using the 
kernel function, SVM can calculates the inner product of 
feature vectors in a higher-dimension space to reduce the 
computation time and complexity. The SVM developed in this 
study uses the Radial Basis Function (RBF), an efficient kernel 
function for the nonlinear problem, and the LibSVM tool 
developed by Lin [22], which can deal with high dimensional 
and a large amount of data. Thus, it can be used to obtain the 
optimal solution for all training data, rather than a local optimal 
solution. 

IV. EXPERIMENTAL RESULTS 
In this study, an experiment was set up to test the functions of 

smart phone user interface and social networking website and 
the accuracy of emotional speech recognition. Considering the 
computation time required in processing real-time emotional 
speeches, 29 features were used for training and testing the 
SVM mechanism. The hardware of experiment was the smart 
phone CHT9110 produced by Chunghwa Telecom, Taiwan. 
The software executed on the smart phone was written by 
C#.NET programming language and tested on Windows 
Mobile 6.0 smart phone development platform. The website 
was set up by PHP dynamic web pages, Apache web server and 
MySQL database (Figure 11). 
 

Arousal 
 Pleasure 

Anger

Happiness

Sadness

Normal

Excited

Calm 

Emotional 
Speech 

Stage 2 Stage 1 
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Fig. 11. The experiment conducted on the smart phone system 

 
Users must install the software on their smart phones before 

they can use the emotional speech recognition system. When 
they are talking with friends on the mobile phones, the analysis 
results of emotional speech will be transmitted to the web server 
immediately. Friends in the same group can see the emotional 
status of each other through the access of computers or mobile 
devices at the same time, and make a phone call or send some 
messages to express their concern. 

Generally, the features of emotional speech vary from person 
to person, but males have lower fundamental frequencies than 
females. In average, male voice frequency ranges from 62Hz to 
523Hz, while female voice is about 110Hz to 1000Hz. In this 
study, the male and female speech data were trained and tested 
separately. In the experiment, the first test only used 28 acoustic 
features for training and testing, while the second test added in 
the time-frequency parameter to investigate if it is effective for 
increasing the accuracy of emotional speech recognition. 

According to the experimental results (Table 4), the accuracy 
of male speech data for the test set is decreased from 61.7% to 
57.5% (-4.2%) after using the time-frequency parameter, and 
the accuracy of female speech data for the test set is also 
decreased from 60.5% to 57.9% (-2.6%) after using the 
time-frequency parameter. Similarly, the accuracies of male 
and female speech data for the whole data set are also decreased 
by 1% and 0.6% respectively when the time-frequency 
parameter was used. Thus, using the time-frequency parameter 
in present classification model can not improve and it can even 
reduce the accuracy of emotional speech recognition. 
 

TABLE IV THE ACCURACY OF THE TEST SET AND WHOLE SET (%) 

 Test 1 Test 2 
Test set Whole set Test set Whole set 

Male 61.7 90.4 57.5 89.4 
Female 60.5 90.1 57.9 89.5 
Average 61.2 90.3 57.7 89.4 

 
To understand the reason for the reduction of accuracy after 

using the time-frequency parameter, this study further analyzed 
the precision rates of recognizing various emotions. Based on 
the results of Test 2 (Table 5), angry emotion has the highest 
precision rate, with male=84.6% and female=81.8%. On the 
contrary, normal emotion has the lowest precision rate, with 
male=40% and female=37.5%. According to our inference, the 

features of volume and pitch were not so obvious for the speech 
data of normal emotion and thus caused erroneous classification 
into excited category in Stage 1 or sad emotion in Stage 2. 
 

TABLE V PRECISION RATES OF EMOTION RECOGNITION IN TEST 2 (%) 
      Sex 

Emotion 
Male Female 

Anger 84.6 81.8 
Happiness 60.0 40.0 
Sadness 77.8 88.9 
Normal 40.0 37.5 

 
Further results are provided (Table 6) to analyze the accuracy 

of using or without using the time-frequency parameter in 
Stage 2 for the classification of happy and angry emotions. 
According to these results, the accuracy of male test set is 
improved from 72.7% to 77.3% (+4.6%) and the accuracy of 
female test set is also improved from 63.2% to 68.4% (+5.2%), 
after using the time-frequency parameter for classifying excited 
category into angry and happy emotions. However, using this 
parameter can not improve the accuracy in the classification of 
sad and normal emotions. On the contrary, it could even reduce 
the accuracy substantially, with the accuracy of male test set 
decreased from 72.2% to 55.6% (-16.6%) and the accuracy of 
female test set decreased from 78.6% to 64.3% (-14.3%). 

 
TABLE VI ACCURACY OF THE TEST SET IN STAGE 2 (%) 

Experiments 
Emotions 

Male Female
Test 1 Test 2 Test 1 Test 2 

Anger & Happiness 72.7 77.3 63.2 68.4 
Sadness & Normal 72.2 55.6 78.6 64.3 

 
According to the analysis of test results in Stage 2, the 

time-frequency parameter can only improve the classification 
rate between angry and happy emotions. Therefore, this study 
modified the structure of the hierarchical classifier in Stage 2, 
where the time-frequency parameter was used for classifying 
angry and happy emotions only (Figure 12). 
 

 
Fig. 12. The modified structure of hierarchical classifier 

  Using the modified hierarchical classifier, the results of Test 
3 (Table 7) show that the accuracy of male test set is increased 
from 61.7% to 63.8% (+ 2.1%) and the accuracy of the whole 

 (Arousal) 
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Happiness 
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set is increased from 90.4% to 91.0% (+0.6%). Similarly, the 
accuracy of female test set is increased from 60.5% to 63.2% 
(+2.7%) and the accuracy of the whole set is increased from 
90.1% to 90.8% (+0.7%). For the classification of all emotions, 
the average accuracy, including male and female data, is 63.5% 
for the test set and 90.9% for the whole data set. In comparison 
with the results of Test1, the accuracy for the test set and whole 
data set is increased by 2.3% and 0.6%, respectively, by using 
the modified hierarchical classifier. 
 

TABLE VII ACCURACY OF TEST SET AND WHOLE SET AFTER MODIFICATION (%) 

 Test 1 Test 3 
Test Set Whole Set Test Set Whole Set 

Male 61.7 90.4 63.8 91.0 
Female 60.5 90.1 63.2 90.8 
Average 61.2 90.3 63.5 90.9 

 
To test the functions of emotional speech recognition on the 

smart phones, one can use the web browser to access the social 
networking website through 3G Internet. The program installed 
on the smart phone can recognize the emotion of speaker and 
transmit the results to the web server immediately. Then, a 
small icon is used to show the emotional status of the speaker 
(for example, a smiling face means happy emotion), which can 
be seen by the users in the same community group (Figure 13). 
The design of convenient graphical user interface (GUI) on the 
smart phones enables users to login into the website easily and 
use the functions provided by the system such as editing 
personal information and albums, sending texts, photos, and 
voice messages to express their concern. 
 

   
Fig. 13. The emotional statuses shown on the smart phone 

V. CONCLUSIONS 
With the portable and exclusive advantages and convenient 

access to the Internet, there is a promising future for the smart 
phones. This study combined the functions of smart phones 
with SVM emotional speech recognition system and social 
networks, enabling users to know their friends’ emotions and 
send some messages to express their concern. Through a few 
simple steps, people can connect to the website and be aware of 
each other’s feelings through immediate interaction. 

Based on Russell’s arousal-pleasure emotional model, this 
study used the support vector machines to classify speech data 
according to the emotional features. To identify the accent and 

intonation in a sentence during the recognition process, a 
time-frequency parameter obtained by continuous wavelet 
transforms was used in addition to 28 acoustic features for 
training and testing. The preliminary results showed that the 
time-frequency parameter only improves the recognition rates 
of angry and happy emotions, but it also reduced the 
recognition rates of sad and neutral emotions. Based on this 
finding, the hierarchical classification model was modified such 
that the time-frequency parameter was used for classifying 
angry and happy emotions only. The modified classification 
model can further increase the accuracies of male and female 
test sets by 4.6% and 5.2%, respectively. For the classification 
of all emotions, the average accuracy of male and female data is 
63.5% for the test set and 90.9% for the whole data set. 

In this study, the emotional speech recognition mechanism 
can effectively classify happy and angry emotions, but there is 
still some room for improvement regarding the other two 
emotions. In the future, the system can be combined with other 
classifiers, such as artificial neural networks, or use semantic 
identification to further improve the recognition rate. This study 
only divided speech data into four emotions, and the future 
studies may include more emotions or some other features, such 
as cry and laugh, to enhance the recognition rate. 

In recent years, the market of smart phones has grown 
quickly. Combining the power of 3G Internet and community 
groups, the emotional speech recognition mechanism 
developed in this study can be applied on smart phones to 
increase the interaction and among people. The mechanism can 
be applied to interactive games or intelligent toys by providing 
appropriate feedback for children to achieve better learning 
results and experiences. The system can also be used as an 
assistant tool for professional counseling, and it can 
dynamically monitor patients’ emotional changes and then 
provide appropriate on-line help. 
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