
 

 

  
Abstract—Clustering large populations is an important problem 

when the data contain noise and different shapes. A good clustering 
algorithm or approach should be efficient enough to detect clusters 
sensitively. Besides space complexity, time complexity also gains 
importance as the size grows. Using hierarchies we developed a new 
algorithm to split attributes according to the values they have and 
choosing the dimension for splitting so as to divide the database 
roughly into equal parts as much as possible. At each node we 
calculate some certain descriptive statistical features of the data 
which reside and by pruning we generate the natural clusters with a 
complexity of O(n). 
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I. INTRODUCTION 
ITH the increase of data stored in databases, data 
mining and a part of it clustering accelerated its 

development and many new models and techniques have been 
added to the literature in this field. In general, algorithms are 
classified as partitional and hierarchical models. In 
partitioning methods n objects are formed into k different pre-
assigned clusters (k<n). The number of clusters to be 
constructed is known before hand. K-means, K-medoids, 
PAM, CLARA and CLARANS are examples of partitioning 
algorithms [1]. Some density based algorithms such as 
DBSCAN [2], OPTICS [3] and DENCLUDE [4] form clusters 
analyzing the density occupied by the objects in data space. 
To form a hierarchy there are two techniques; they are bottom 
up –agglomerative- and top down divisive approaches [5]. 
The bottom up approach or agglomerative algorithms see each 
object in the database as a separate, individual cluster. Putting 
all these objects (clusters) together based on any known 
similarity or distance measure, at the end they create clusters 
different from each other. Single-linkage or nearest neighbor 
method, complete-linkage method, average linkage method 
and centroid methods, Chameleon algorithm, BIRCH are 
some of them [6]. On the other hand, divisive algorithms 
which follow a top down approach, at the beginning of the 
scan see the database as a cluster, and then drilling down they 
partition the data into different clusters [7], [8]. While 
Polythetic methods use all of the variables to form splits, 
monotheistic methods use one variable only for successive 
splits [9]. As they use similarity and or distance measures they 
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are easy to use and apply. But it is a disadvantage to give the 
number of clusters especially for divisive algorithms.  

Neural Networks and Genetic algorithms are other methods 
of clustering [10], [11]. 

Creating tree to partition the data into clusters is used by 
Zhang, et.al. with BIRCH algorithm. They use CF tree  to 
form clusters and it constructs clusters with one scan , 
collecting and using some descriptive statistical parameters 
[12]. In CF tree the root represents the whole database, 
another tree approach may be employed as in classification 
which is another branch of data mining; we use a decision tree 
to determine the possible natural clusters in the database. In 
our approach, the root does not represent the whole database 
as it does in BIRCH algorithm; however it is the most 
significant dimension of the whole database. By analyzing the 
database through the relative significance of the dimensions 
we reach the natural minimal clusters. 

II. BACKGROUND 

A. Clustering 
Clustering is grouping items in database according to their 

similarity just like in classification. However, these groups are 
not predefined as it is in classification. We may define 
clustering as follows [5]. 

Definition1. Given a database D = {t1, t2, . . ., tn} of tuples 
and an integer value k, the clustering problem is to define a 
mapping },...,1{: kDf → where each ti is assigned to one 

cluster Kj, kj ≤≤1 . A cluster, Kj, contains precisely those 
tuples mapped to it; that is, 

( ) }1,{ DtandniKtftK ijiij ∈≤≤== . 

Some of the clustering ways are Hierarchical Clustering, 
Partitional Clustering and Binning. 

B. Hierarchical Clustering 
This method examines all the items in the database one by 

one and handles each of them as separate clusters. The method 
recursively combines clusters by updating the intercluster 
distances. There are a lot of algorithms using this technique, 
they differ from each other how they create the sets. 
Generally, a tree data structure, called a dendrogram, is used 
to show the hierarchical clustering. The root of the 
dendrogram represents the whole database as a single cluster. 
Each leaf of the dendrogram gives a cluster with different 
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features. Uniting and merging those leaves depends on the 
distance between them and that is measured with centroid, 
radius and diameter parameters.  

Centroid, radius and diameter of for a cluster is well-known 
parameters [12]. Given N d-dimensional data points in a 
cluster }{ ix where i = 1,2,…, N the centroid 0C , radius 

R and the diameter D of the cluster are defined as: 
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These parameters are used to measure the closeness of the 

found clusters, and help us to unite some certain clusters or 
not. R is the average distance from member points to the 
centroid, D is the pair wise distance within a cluster [12].  

As it is well known the distance between two points may be 
measured by Euclidean distance as  
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Another approach is to determine the similarity between 
objects as well as clusters [13]. Dice, Jaccard and Cosine are 
some of well known similarity measures [14]. 
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We use any of the measures mentioned above to determine 
the distance between formed natural clusters if they needed to 
be united. 

Within these techniques there are mainly two types of 
algorithms: Agglomerative and Divisive Algorithms. 

Agglomerative algorithms start with considering each point 
in the dataset as a ‘single member cluster’ and iteratively 
merge them until all items group in one cluster and there is 
enough space among the clusters. Hierarchical clustering is an 
ideal method when it is used with a reasonable distance 
metric, however it is not used widely because of its O(n2) 

complexity. 

C. Partitional Clustering 
This technique creates the clusters in one step putting each 

point in a random or guessed clusters and moving the items 
from one cluster to another until some local minimum is 
found. Euclidean metric Eq.(4) may be used to measure the 
distances between formed clusters. One of the drawbacks of 
the technique is that the number of the clusters should be 
given by users. Another problem is that the technique suffers 
the possibility of different clustering solutions. Searching all 
possible clustering alternatives would not be feasible [5]. To 
go around this problem, minimum distance, minimum 
similarity and/or the number of the clusters are taken from the 
user as input. This is against the spirit of clustering since in 
the definition of the clustering it says ‘unlike classification the 
number of the clusters and the items of the clusters are not 
known at the beginning’ [19]. 

D. Binning 
The technique splits the space into some number of bins 

and forms clusters spotting the bins which contain a number 
of data points higher than defined by the user. Determining 
the bin boundaries is one of the difficulties of the technique; 
another one is that especially multi dimensional spaces require 
a great deal of bins. Determining this parameter may upset the 
accuracy. 

III. RELATED WORK  

A. Balanced Iterative Reducing and Clustering using 
Hierarchies 

There are many algorithms to find clusters using a 
dendrogram. One them is Balanced Iterative Reducing and 
Clustering using Hierarchies algorithm (BIRCH) [12]. It is 
suitable for very large databases. BIRCH incrementally 
clusters incoming multi-dimensional metric data points to try 
to produce the best quality clustering. Basically a tree or 
dendrogram is built to get all needed information to perform 
clustering. 

In BIRCH algorithm a CF tree is created [12]: A CF tree is 
a height balanced tree with two parameters: branching factor 
B and threshold T. In this algorithm, each node, excluding the 
leaves, contains at most b entries of the form. It is defined as 
[12]. 

Definition 2.  Given N d-dimensional data points in a 
cluster: {Xi} where i = 1, 2, …,N, the Clustering Feature (CF) 

vector of the cluster is defined as a triple: CF = (
→

SSLSN ,, ), 

where N is the number of data points in the cluster, 
→

LS is the 

linear sum of the N data points, and SS  is the square sum of 

the N data points, i.e., ∑
=

n

i
iX

1

2
r

. 
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So, a non-leaf node represents a cluster made up of all sub-
clusters represented by its entries. A leaf node has got 
maximum L number of entries and each node contains two 
pointers, “pre” and “next” which are used to link all of the leaf 
nodes for an efficient scan. A leaf node represents a cluster 
made up of all sub-clusters represented by its entries. In this 
approach each leaf node should satisfy a threshold value 
calculated trough radius, diameter or centroid.  The tree size 
may be another constraint. The tree holds values N number 

of data points in the cluster, 
→

LS the linear sum of the N data 

points ∑
=

n

i
iX
r

and SS  which represents square sum of the 

N data points ∑
=

n

i
iX

1

2
r

.  

From the CF definition and additivity theorem, it is clear 
that the CF vectors of clusters can be stored and calculated 
incrementally and accurately as clusters are merged [12].  

Root node represents the whole database and each leaf 
represents a separate cluster or sub-cluster depending on the T 
threshold value which is the diameter of the expected cluster. 

BIRCH is an alternative way of hierarchical clustering, 
however, it is applied on continuous data only. 

B. Tree Based Classification 
A tree approach is used for classification which is another 

model of data mining [15]. To reach the classes through the 
shortest path the most suitable attribute is chosen to be the 
root and recursively the algorithm make calculations to 
determine the most suitable attribute in the dataset to be the 
next node. Here ‘the most suitable’ is to divide the rest of the 
database roughly into two or more equal parts. The attribute 
which is the closest to this is chosen as the most suitable 
attribute. 

In literature there are different approaches to form the tree. 
One is to use entropy concept. ID3 and C4.5 algorithms use 
entropy to find the node representatives [16]. If we represent 
the probabilities as <p1, p2,…,pn> then the sum equals to 1.  

1
1

=∑
=

n

i
ip                          (8) 

In this case, entropy is 

))/1log(( )p..., ,p ,p( n21 ii ppH ∑=         (9) 

ID3 selects the nodes with a gain value 

∑
=

−=
n

i
ii DHDPDHSDGain

1

)()()(),(    (10) 

The attribute which yields the highest gain is chosen as the 
root or the next node. 

C4.5 divides this gain value by splitting information which 
is calculated as: 

⎟
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Another approach is to use gini index as it is in SLIQ 
algorithm [17],[18]. 

∑−= 21)( jpKgini                      (12) 

Using the equation below the most suitable attribute to split 
the database two equal (or more) parts is roughly found. 
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n
n
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IV. OUR CONTRIBUTION 
BIRCH algorithm is used for continuous values to form the 

tree. Our aim is to form a tree which will yield quality clusters 
for the data which hold categorical variables. Besides, in 
BIRCH algorithm the root node represents the whole data in 
the database; however our approach is closer to entropy or 
gini index approaches in which starting from the root data are 
split into clusters. 

Indeed, to split data starting from the very beginning of the 
tree (root) and in each node throughout the branches we 
determine clusters and sub clusters. Each node including the 
root is calculated so as to split the database on the best point 
to create equal parts. 

In order to achieve this we use a new algorithm. 
To determine the best attribute we use an equal-split 

parameter (EP) Eq. 14 and Eq. 15. 

∑
=

−=
n

i
iNVCAEP

1

                     (14) 

NV
NCA =                          (15) 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:3, No:8, 2009 

2008International Scholarly and Scientific Research & Innovation 3(8) 2009 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:3

, N
o:

8,
 2

00
9 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/9

22
.p

df



 

 

 
Fig. 1 Tree based clustering algorithm for categorical data 

 
Where N represents the sum of all records in the attribute, 

NV is the number of variables, NVi is the number of each 
variable. 

As it is depicted in Fig. 1 Clustering Categorical Data 
Using Hierarchies (CLUCDUH) algorithm is a recursive 
algorithm which re-calculates EP for each branch and its 
nodes separately. Minimum EP value is taken as the root or 
the node to be added to the tree. The best split value for EP is 
zero. This may occur in situations like when half of the values 
in the attribute are yes and the other half consist of Nos; when 
all the values in an attribute are the same value such as yes EP 
= 0 again. So, this attribute should be skipped in this kind of 
situations. 

As the tree is built for each node including the leaves, 
number of data which satisfies the conditions of the nodes, 
centroid and diameter of the formed clusters in nodes, and 
standard deviation of the cluster are calculated.  

Since our algorithm produces natural clusters the tree will 
need a pruning. We use threshold values for pruning like the 
one used in BIRCH algorithm. Starting from the leaves if any 
leaf is below the threshold value given by the user that leaf 
joins its sibling. Thus we reduce the number of the natural 
clusters produced by the algorithm.  

After forming the clusters we use another clustering 
algorithm such as PAM, CLARA or K-Means to reduce the 
number of leaves to the number required by the user. 

Sample Application 1:  

Table I depicts a three dimensional database i.e. colorful, 
size, tail.  

 
TABLE I  
SPECIES 

COLORFUL SIZE TAIL 

YES SMALL NO 

YES SMALL NO 

YES SMALL NO 

YES MEDIUM YES 

YES SMALL YES 

YES SMALL YES 

YES SMALL YES 

NO BIG NO 

NO BIG NO 

NO BIG NO 

NO BIG NO 

NO BIG NO 

 
Here, 
N = 12, 
For colorful dimension; 

NV = 2 as NVyes and NVno . 
NVyes = 7 and NVno = 5. Thus, 
From Eq.14 and Eq.15, 
CAcolorful = 6; 
EPcolorful = │6-7│+│6-5│= 1 + 1 = 2 

For size dimension 
NV = 3; NVsmall = 6, NVmedium =1 and NVbig =5. Thus 
CAsize = 12/4 = 3. 
EPsize = │4-6│+│4-1│+│4-5│=6. 

For tail, 
NV = 2 as NVyes = 4 and NVno = 8. 
CAtail = 6 
EPtail = │6-4│+│6-8│= 4. 

So, colorful dimension with min EP = 2 will be assigned as 
the root. 

The rest of the tree and the nodes will be formed in the 
same way using the rest of the database. 

V. PERFORMANCE ANALYSIS 
We generated several synthetic datasets depending on some 

pre-assigned parameters in order to do a series of performance 

Input: 
D: Data // Get Data 
 
Output 
K: Clusters 
 
Step 1: 
For each data atribute do 
 NV = number of variables 
 CA = N / NV  // Center is calculated 
 For i =  1 to NV 
  NVi = number of each variable 
  EP = CA - NVi 

End 
 For i =  1 to NV   
  EP = abs(CA - NVi ) + EP // EP value is calculated 
for each   
              attribute 
 End 
Loop 
If leaf is not reached  

go to step 1 
Else 

Step2:  
Prune the tree according to the given initial 

criteria. 
End If 
STOP
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analysis of the algorithm. Synthetic datasets have been 
generated as it is depicted in Table I.  

For the test a Pentium Dual Core 2.0 GHZ CPU PC with a 
1GB RAM has been used. 

 
TABLE II 

SYNTHETIC DATASETS 

Dataset No. Records No .of 
Fields 

Original No. 
of Clusters 

Time  
(Seconds) 

No .of Clusters 
(Detected) 

DS1 64.000 6 4 13.2 4 

DS2 75.000 8 3 16.1 3 

DS3 250.000 7 4 43.2 4 

 
It was clear that the clusters formed artificially in the data 

sets beforehand were determined by the algorithm 
successfully. If the clusters are not separated from each other 
naturally, the user should not give any interfering stopping 
criteria to the algorithm and this does not waste the running 
time of the algorithm. Nevertheless, giving stopping criteria 
such as tree depth, support and confidence level may affect 
the quality of the clusters detected if they are not separated 
from each other remarkably. To go around this difficulty we 
calculated the interior distances and the distance between 
clusters at each node using Eq.(2), Eq.(3) and Eq.(4). It is 
clever to give interior distance as a stopping criterion. 

 We also applied the algorithm for different data shapes and 
received remarkably quality results.  As it is well-known 
outlier is important for data mining algorithms. Thanks to the 
pruning and the nature of the approach, outliers are eliminated 
within our algorithm.  

 
TABLE III 

COMPARATIVE PERFORMANCE TEST WITH CLARA AND BIRCH 
Dataset Error 

Rate 
BIRCH 

Error Rate 
 
CLARA 

Error Rate
 
CLUCDUH

Clustering 
Time – 
CLUCDUH 
(Seconds) 

Clustering 
Time – 
BIRCH 
(Seconds) 

Clustering 
Time – 
CLARA 
(Seconds)

DS1 0.013 0.010 0.11 13.2 18.6 19.5 

DS2 0.014 0.012 0.12 16.1 24.2 35.4 

DS3 0.013 0.010 0.11 43.2 55.2 90.9 

 

Clustering Categorical Data Using Hierarchies 
(CLUCDUH) algorithm does not need to rescan the dataset, so 
the complexity is O(n). We also have comparative 
performance analysis with BIRCH and CLARA algorithms. 
The same datasets, DS1, DS2 and DS3 have been used for the 
comparison. Results are depicted in Table II. 

It is clear that especially from the time complexity point of 
view CLUCDUH does better than CLARA and with a less 
error rate in comparison with BIRCH. 

Sample Application 2:  This application is aimed to test 

the performance of the algorithm. For this purpose we used a 
synthetic database name Synthetic Control Chart Time Series 
which contains 600 examples of control charts synthetically 
generated by the process [23]. There are six different classes 
of control charts [20]. 

 
 

 
Fig. 2 Examples from each class 

 
Fig. 2 depicts ten examples from each class labeled from A 

to F. 
A. Normal 
B. Cyclic 
C. Increasing trend 
D. Decreasing trend 
E. Upward shift 
F. Downward shift 

 
 

The reason to choose this data set to test for clustering 
algorithm is that Euclidean distance will not be able to achieve 
perfect accuracy, so the following pairs of classes will often 
be confused (Normal/Cyclic) (Decreasing trend/Downward 
shift) and (Increasing trend/ Upward shift) [21]. Before the 
algorithm was run, the data had been categorized into ten 
different categories with binning method, so values vary 
between 1 and 10. Our algorithm -a tree approach to 
clustering data has been tested and compared with the results 
derived from Euclidean Distance clustering and Derivative 
Dynamic Time Warping. Fig. 3 shows a subset of the results 
for grouped average hierarchical clustering on this dataset. In 
the original form each class is represented by a distinct color 
and they look different from each other as depicted in Fig. 2. 
The left column shows the results by using Euclidean 
Distance and the right column shows the results for Derivative 
Dynamic Time Warping [22] and our results are depicted in 
Fig. 4. As it is seen in Fig. 4, the algorithm found the six pre-
assigned classes as different clusters correctly.  The same 
correct results cannot be held when BIRCH algorithm is used 
since it is designed for continuous values and does not work 
on categorical values.  The result we have produced is also 
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very close to the one produced with Derivative Dynamic Time 
Warping.  

 

 
Fig. 3 Results by using Euclidean distance and derivative dynamic 

time warping [22] 
 
In our case, the original values were continuous and 

converted to categorical data in order to test the proposed 
algorithm, because it is easier to produce synthetic data with 
pre-assigned clusters with continuous data. However, in real 
life there are plenty of categorical data to need to be clustered. 

 

 
Fig. 4 Clustering results produced by the algorithm 
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