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A New Approach for Counting Passersby
Utilizing Space-Time Images
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Abstract—Understanding the number of people and the flow of Hashimoto et al. resolve the problem of countingpbe

the persons is useful for efficient promotion ofe tlinstitution
managements and company’s sales improvements. paer
introduces an automated method for counting pagaesing virtual-
vertical measurement lines. The process of recounia passerby is
carried out using an image sequence obtained fnemySB camera.
Space-time image is representing the human regiohish are
treated using the segmentation process. To hahéleptoblem of
mismatching, different color space are used togoerfthe template
matching which chose automatically the best matchindetermine
passerby direction and speed. A relation betwessguhy speed and
the human-pixel area is used to distinguish onevorpassersby. In
the experiment, the camera is fixed at the entrdioce of the hall in
a side viewing position. Finally, experimental résuverify the
effectiveness of the presented method by corredéiiecting and
successfully counting them in order to directiwith accuracy of
97%.

Keywords—counting passershy, virtual-vertical measuremenz

line, passerby speed, space-time image

. INTRODUCTION

IDEO surveillance technology has received a graage

of attentions because of its potential wide apfitice in
restricted and open areas for safety and secwifyirements.
Moreover, a home surveillance system is a perfezy o
provide extra protection for families, home or Imesis. A
home safety system typically includes fire detettims well as
protection against break-ins. Therefore, the sgcuand
protection have become very important for many cemnuial
areas and companies [1].

using a specialized imaging system designed bygus
sensitive ceramics, mechanical chopping parts aRd
transparent lenses [5]. But, the system shows swotdem in
counting with large movements from arms and legs tifts
system will be not appropriate in commercial cerfttecause
of the high density traffic when people enteringegiting.

Terada et al. had suggested a system that cannteger
people direction movement and count people as thess a
virtual line [6]. The advantage of this methodtisvoids the
problem of occlusion when groups of people passutin the
camera's field of view. But the problem is thatsthnethod
needs to have a good calibration of two cameraeiwdD
reconstruction is used). Terada and Matsubara h@mbped a
method of counting multi-direction passerby by gsaritical
space- time image [7]. A critical measurement Iimeet on a
equence of the background subtraction images. werwthe
irection information of passersby cannot be olgdifirom
this space-time image. Therefore, two circular mesment
lines are set on a sequence of the background astioin
images which is a complicated processing. Teradafdsuta
had proposed a method for the automatic generation
passerby images from videos recorded by Internmiecas to
facilitate their later use [2]. However, a passegppears, his
image exists in multiple frames, but only the sindtame
offering the best image for storage is selectedthadest are
deleted.

This paper proposed an automatic method of counting

passerby by recording images using virtual-vertical
measurement lines. The process of recognizing sepag is

Counting people is an important task in automati€arried out using an image sequence obtained frdsiB U

surveillance systems. To analyze store performancectly,
people counting must be accurate. It is a ‘falsenemy’ to
select a people counting system on the basis ¢fatose. As
management consultant Peter Drucker once 8iigou can'’t
measure it, you can’t manage if2]. Moreover, many violent
crimes have increased and become serious probtanmainy

institutions and commercial areas [3]. Many of suc

measurements are still carried out on manually [4].
Therefore, it is necessary to develop the autormagithod
for counting the passing people. There are somdeear
researches already proposed in counting the pagsogle.
However, most of these papers have used over-haadre

viewing.
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camera located in side view position. It is necessa note
that there are different camera viewing; over-head, front
view and side view. However the previous approaciaesot
applicable to wide installed side view camerasdetefor this
work. This new approach uses a side view cameiafaéicad
and solved new challenges: (1) two passersby walikirclose
Igroximity to each other, at the same time, andhia same

irection, (2) two passersby moving simultaneousty
opposite directions, (3) a passerby moving in a,lfiollowed
by another, or more, in quick succession.

In this study, space-time image is representiedithe as a
pixel distance which is used to support the alparmitto
achieve the accurate counting. The human regioeastetd
using the passerby segmentation process. The systixing
automatically to select the best matching whichedsine
passerby direction and speed. In the experimeatcéamera is
installed on the left side of the room near theamte. The
experimental results verify the effectiveness @& presented
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method. In other words, every person was detebtethe
proposed method and the passerby record imageriiscty
generated. Moreover, an additional and signifigastult was
that the number of people passing the camera waessfully
determined and counted.

Il. THE PROPOSEDALGORITHM

A.System Overview

The proposed algorithm steps as follows

The first step is acquiring the frame from the ceand&he
next step called preprocessing step which conteatkground
subtraction, removing noise and establish the
measurement lines. After that movement detectichaskey-
point for the algorithm to start generate the sgane images.
Then treat the human pixel area via segmentatioogss. The
next step is performing the template matching tterdeine
direction and speed. Finally, count according te direction
and number of passing people.

The schematic flow chart for the proposed algoritem
shown as Fig.1. More details for the algorithm stepe
discussed on the following sub-sections.

| Frame accusatic |<—
v

| Preprocessir |

Movement
detectiol

| Spac+time imade generatic |

v

| Seamentation proce |

v

| Template mtching (RGB, YU\ and YIOQ! |

v

| Determine direction and spe |

| Counting proce: l—
Fig. 1 The flow of the proposed algorithm scheme

B.Frame Acquisition

Frames are captured continuously by a camera ledtat a
surveillance site. The surveillance camera is cometo a
personal computer to acquire the image data. Intzge of
passersby, from the time they enter the frame thwy exit the
frame, are extracted from the acquired image series
Fig.2 shows an example of image sequences caphyrdéde
camera. The 320 x 240 pixel images are capturedhby
camera as bitmaps. The image is obtained by a &&kK@ at
an average of 17 frames per second. The imageig).ip Were
acquired via a camera installed on the left siddhefroom near
the entrance. In Fig.2 (a), a person enters thadraone and
movement is detected by the algorithm. In Fig.2, @e
passerby is crossing in front of the camera. In2ZF{g), two
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passersby are walking in close proximity to eadfeqtat the
same time, and in the same direction. In Fig.2 (o
passersby are moving simultaneously in oppositctions.

Fig.2 Images acquired using the camera: (a) anshi) a single
person passing; (c) and (d) show examples ofpvsons passing

C.Image Preprocessing

Possible detections of passersby are extracted fiwen
frame using a preprocessing stage to generate -ipaze
images. The algorithm employs the following stepsdétect
movement:

= The first step is to construct a static image tubed as a
static background image [8]. This image can be iaeduy
capturing a frame without any motion. Moreover, ithage
is then used as a background reference in ordebtain
subsequent images, via pixel subtraction. Aftetraking
the background reference, the remaining pixelsessprt
possible detection of motion in the frame; thiststiion
process is continuous for each frame.

=The second step of pre-processing is removing theen

from the frame by applying a specific morphologifiliér,

a labelling filter, which is used to remove anyelevant

small areas. Therefore, the noise caused by liglaimd the

color of clothing is reduced.

To represent and establish the measurement lirms, f
vertical lines are set in the image, each linewis pixels in
width.(Whenever the line is wide, the size of thesgerby
appears to be wide, inside the space-time imagd, the
magnitude of the human-pixel area is representéld aviarger
amount of pixels.). Two of the four lines, “middiees,” are in
the middle of the image. The two remaining linesutér
lines,” are located to the left and to the righttbé middle
lines. The measurement lines used in this studglawa/n as in
Fig.3.

hiiddle lines

.Dutarli.ues
Fig. 3 The measurement lines used to generatgtuedime image
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The position of the lines is precisely selectedpider to order to assemble the disconnected components anto
clearly determine the movement directions. A sdpararecognizable human shape by using a process dirlgbe
background is prepared, from the static backgraoradye, for .
each of the four measurement lines. The data icmttanside = Segmentation of the Passerby
the four two-pixel-wide measurement lines will beed to ~ One of the difficulties for the segmentation altium is the
generate space-time images. background noise that sometime produces differeantities
) . of connected components for the same passerbBjause,

D.Generating Space-Time Images inside the space-time image, the shape of eacherbgss

As discussed, in the previous subsection C, huregioms appears almost identical, it is necessary to sonestiassemble
are extracted from the captured images using baokgr the appropriate shape of each passerby via segioenta
subtraction, and noise suppression via a labellteg.fVirtual ~ Additionally, this problem influences the templatetching
measurement lines are superimposed on the oriffiam@e in  process: accurately matching the passersby. Teenpiatching
order to obtain a measurement-line image. By répgahis s giscussed in more detail in sectibh. This problem also

process, and arranging measurement line imageth&geith  4ftects the magnitude and size of the human pixega. This
the x-axis (time) and the y-axis (space), a spawe-image is will be used in sectiofl! .

produced. _An example (.)f how space tlmg images €15 solve the problem mentioned in the previous graizh,
generated is shown in Fig.4. After subtracting wtatic
; S the method calculates and counts the connected aengs
background from each frame, if a motion is detectiee . ; .
. . that represent the same passerby with a differabeling
measurement lines of the current image are captutes : ; .
corresponding static background measurement lines, the object. This assigns all the connected compondressame
P 9 g labeling number. In this case, the passerby isesgmted as

preprocessing stage, are likewise (_:ontmuouslyr_aqtﬁd. The one component. The position of the passerby iscatrfThus
resulting difference of the subtraction processastinuously
the system search, for other connected componentheo

recorded on the space-time image. passerby, which is also vertical and is locatedveen the left

and right boundaries of the pre-segmented connected

components. Fig.5 shows the passerby shape beidrafter
segmentation process with the color space-timeémnag

(b)

Measurements
line images

Line background ‘
mage

(©) (d)
Fig. 5 The passerby shape before and after segtimenpaocess: (a)
the original image (b) the original color spacesiimage. (c) before
segmentation process. (d) after segmentation psoces

0 T Q t

Time-spaceimage for lefiline Time-spaceimage for right line T M
Fig. 4 Space-time images generation accordinge dithe. - TEMPLATE MATCHING

A.Overview of the Problem

In general, the binary image is used to performptate
matching, because it is fast. However, accurateftching
fhore than one passerby appearing in the same #peaze-

A space-time image contains data for all passeithen a
passerby moves left or right the resulting imagebsined.
Since the measurement line are vertical, movement

passersby are seen moving through the measuremesiin a 546 js difficult because of the problem of mischatg [10].

horizontal direction. This causes the shape ofpsersby to g, example, when using the binary image, the shapehe

also appear in a vertical position in the spacetimage. passershy are nearly identical. This contributethéoproblem

When labeling is applied to the space-time imagesfwmape of mismatching. In this case, when dealing with enthran one

extraction purposes, human objects can be idedtifie passerby, using color space such as RGB, YUV, aif i¥
After generating the space-time image the systeatdrthe better for accurate matching. Details about théseet space

passerby as one single component, without spedgifyitolors are discussed as flows:

individual body parts which influences the countirggults.

Therefore, a segmentation process is applied tpaserby in
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B. RGB Color Space

The RGB color model is an additive color model ihich
red, green and blue light is added together inouariways to
reproduce a broad array of colors [11]. The maippse of the
RGB color model is for the sensing, representaton, display
of images in electronic systems, such as telewsiand
computers.

C.YUV Space Color

YUV is a color space typically used as part of biconage
pipeline [12]. It encodes a color image or videking human
perception into account, allowing reduced bandwidihn
chrominance components, thereby typically
transmission errors or compression artifacts to rbere
efficiently masked by the human perception thangisi RGB-
representation. Other color spaces have similgoepties, and
the main reason to implement or investigate pragsedf YUV
would be for interfacing with analog or digital eégision or

A.Passerby Direction Detection

To determine the passerby direction, two space-tnages,
one image for each of the two middle measuremees]iare
used. It is important to consider the distance betwthe two
middle measurement lines. Passerby movement crasses
middle measurement line before it crosses the skeooa. It is
necessary to note that, the distance between thentigdle
measurement lines is sufficient to detect the toac By
measuring the difference between the passerbyi@usin the
two space-time images, direction can be determined.

After applying the segmentation process, the phgser
represented as one component. By treating the thgsarmea as

enabling template image, taken from the left middle mezment line

space-time image, and then performing template hiragc a
match can be achieved. By applying the labelingceph
(lookup table) to the resulting match the exactspesy
position can be determined. By comparing the lefiton of
the passerby in the both space-time images, teetdin of the

photographic equipment that conforms to certain YUVyerson can be determined as shown in Fig.7. Usiagekact

standards by the following equation (1):

Y =0299%xR+0587%xG+0.114xB
U=-0.147 xR —0.289 X G + 0.436 x B + 128
V =0.615xR—0.515x G —0.100 X B + 128

@)

D.YIQ Color Space

The Y component represents the luma informatiomwl, ian
the only component used by black-and-white telewisi
receivers. | and Q represent the chrominance irdtiam [13].
In YUV, the U and V components can be thought oKand
Y coordinates within the color space. | and Q cahought of
as a second pair of axes on the same graph, rogd&d
therefore 1Q and UV represent different coordirgtstems on
the same plane. The YIQ system is intended to aak@ntage
of human color-response characteristics. The RGBYIQ
conversion is defined as formula (2):

Y =0.299 xR+ 0.587 X G + 0.114 X B
I =059 xR—0275%X G —0.321 xB + 128
Q=0.212xR—-0.532xG+0.311 xB + 128

@)

E.Optimal Matching

In the case of two shapes are detected, in theedjprae
image, the pixel distance between the two shapeseasured
(MD). Moreover,
matching using different space colors as showngr6FAfter
performing the template matching with the spacerso|RGB,
YUV), the matching result covers the whole or at prthe
passerby shape. However, using the lookup tabledanthe
matching result areas, the given label of the shasm be
determined. After determining the given label o&ps, the
pixel-distance between the two resulted shapethdnspace-
time image, is likewise measured (TD). Comparing MD
value with the TD value the optimal match can bedeined.

IV. MEASUREMENTLINES FUNCTIONS

In this section, how measurement lines are usdet@rmine
the speed and direction of passersby will be dgsmlis
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passerby position versus using the passerby matgisition,
to detect the direction produces more accuratdtsesu

4
| Template image treatme |

v

| Performing the template matching using RGB st |

<010 >

| Performing the template matching using YUV sp

<o >

| Performing the template matching using YIQ st |

v
o

| Continue to the next st
Fig. 6 Optimal matching

Space-time image for left line

Template image
Position of
Position of
Template matching | © t
X

Template image
The exact position F:
] t

Space-time image for right line

Fig. 7 Space-time image for direction detection
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B.Measurement of Passerby Speed

To determine speed, the two middle measurement
spacetime images are used. Distance and time are us
calculate the speed; the distance between the tidule
measurement lines is measured manually in centig)ets
shown in Fig.8.a. The elapsetime calculation will be
discussed in detail.

1. Head Position

Since the measurement lines are vertical, passersiwe
through the measurement lines in a horizontal tiowc This
causes the shape of the passersby to also appeavartical
position in the spactme image, as discussed in section |
By dividing the shape of the passersby into thrgeak parts
and considering the uppermost part as the passeeay
position, the head position can be detected, asrsihoFig.8.b.
Therefore, the head pition of the passerby is detected tw
once for each of the two middle measurement li

2. Time Determination

As noted in subsection KD), the difference between tl
passerby positions in the two spditee images is used
determine the passerbyreition. Since the -axis represents
time, this difference can be used to calculateethpsed time
The calculated time is not the precise elapsed, tinféch is
what is needed; without the correct elapsed tine gpee(
calculation is inaccurate. In thicase, the exact elapsed ti
can be calculated, by using the (vertical) cenfethe body
position.

The center of the body position can be calculabgd,sing
the head position. The difference between the cerdéthe
passerby body position, in thievo spac-time images, is
calculated in pixels. Since each measurement $i@ad pixels
in width, the number of frames can be ascertaiAsda result
by multiplying the frame rate by the number of femnthe
precise elapsed time can be calculated.

d(cm)

a
Fig. 8Speed calc(uI;tion (a) the distance in d (cmpl(located
the passerby head

3. Speed Calculation

After calculating the precise elapsed time, asutdised in th
previous section, by dividing the distance on thecise
elapsed time, the speed is calculated.

C.Human- Pixel Area

The humarpixel area is the number of pixels, wh
represent the magnitude the passerby shape, in the s|-
time image. There are several important factors itifaience
the size of the passerby shape and the magnitutthe diuma-
pixel area: the measurement line width, frame sgieed of th
passerby, and passerby segragoh. The width of th
measurement lines and the passerby segmentative, deser
discussed in subsectio(S) and (E). Using different example
the following discussion focuses on the influent¢he frame
rate, and speed.
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= Frame rate: As illustrated the following cases, how the
frame rate influences the hun-pixel area can be observed. In
the case of acquiring the frame using a slow freates the siz:
of the passerby appears to be thin, inside thee-time image,
and the magnitude of the hun-pixel area is represented with
a smaller amount of pixels. On the other handhi& dase ¢
acquiring the frame using a high frame rate, the sf the
passerby appears to be wide, inside the -time image, and
the magnitude of the hum-pixel area is represented with a
larger amount of pixels.

= Speed: How passerby speed influences the h-pixel
area, when the frame rate is constant, can belylelaserved

In the case of a passerby passing at high spest), (fae siz¢
of the passerby appears tothin, inside the space-time image;
the magnitude of the hum-pixel area is represented with a
smaller amount of pixels, in comparison to the ca$ea
passerby walking at a normal speed. On the othed,hia the
case of a passerby passing at slow spslowly), the size of
the passerby appears to be wide, inside the -time image;
the magnitude of the hum-pixel area is represented with a
larger amount of pixels, in comparison to the adsepasserb
walking at a normal speed.

V. COUNTING PROCESS

In this section, the count process will be discussedktail,
based on different variations: one passerby, twssqraby
moving in the same direction, two passersby movin
opposite directions, one passerby followed by agrott\s
noted in the previous skon, direction, speed and hurr
pixels area are determined first, and then eaclsepag is
counted based on movement direction. Each variatidirbe
explained in the next sectio

A.Same Direction

In the case of two passersby walking in close pnity to
each other, at the same time, and in the sametidimetheir
combined shape appears to be wide, in the -time image,
and the magnitude of humr-pixel area is represented with a
larger amount of pixels. This case is similar te tase of on
paserby passing at slow speed, as discussed in sidn Il|
(C) Therefore, it is difficult, by using only the padsg shape
to ascertain whether it is one passerby, or twosgraby.
Because of this problem, a ratio for distinguishsiggle or
multiple shapes is needed.

1. Pixel-Speed Ratio

In section (G.3), the hum-pixel area is counted.
Additionally, in section (G.2), the speed of thesgexrby is
determined. By multiplying the hum-pixel area by the speed
of the passerby, the pixepeed ratio (R) iscalculated, as
shown in equation (3).

R = (human_pixel area) X (passerby speed)

2. Counting

Whether the shape is only one passerby or two sssear
be ascertained, by using the p-speed ratio. If the average
value of the R ratio, in the two middle measurentieet spac-
time images is more than the threshold (The valti¢he
threshold chosen after many try and error in theegment, ir
this work, the threshold is implicitly set 5000the sysem
detects two passersby walking in the same directithrerwise
the system detects one passerby. In other v

@)
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. < threshold
if R {> threshold

B.Counting Passerby Walking on the Opposite Direction

To count two passersby walking in opposite direwdjo
instead of using the two middle measurement lities, two
space-time images of the two outer measuremens lare
used. The passerby crosses one of the two outs hefore
crossing the second line. The time needed to amivéhe
second outer line is represented with distancthdrspace-time
image. In the case of two connected componentctiat, in
one or both of the space-time images, the disthategeen the
two passersby, is measured in pixels. If the piksfance is
greater than the established threshold, the syséewgnizes
and counts two passersby walking in opposite doest

one passerby
two passerby

C.One Passerby Followed by Others

To count passersby in a line, followed by anotennore,
in quick succession, the count function is modifiéthen two
connected component shapes are detected, the distahce
between the shapes, in the space-time image, isurezh The
measurement process is repeated and applied to céatie

four space-time images. The average value of th& fo

distances is then calculated according to thevigfig equation
(4):

. Dy+Dy+D3+D.
Average distance = % 4)

After calculating the average value, the relatignétetween
the average value and the distance is defined baesethe
equation (5).The low (L) and high (H) values areesiold
values. After experimentation, the most effectiveahd H
values, for purposes of counting, are chosen. dJdhe
equation(b), if the four values, of the dividingsuéis, is
Achieve the relationship the system can detect passerby
shapes passing one followed by another.

Average distance

L< <H 5)

(distance)Dy,
Finally, the template matching is performed to rhatoe
corresponding passerby, to detecting the left positand
passerby head’s. Moreover, pixel-speed ratio isutaiing by
multiplying human-pixel area in human speed. Th@cessing
is done for each passerby separately. After thaptsserby is
counted according to their direction.

VI.

A.Experimental Observation

In the experiment, the camera is fixed on the eewadoor
of the hall. A PC is connected to the camera wiffame rate
17 frame per second. The system was tested byetiff@ideo
sequences with different cases and directionsekample the
system is test when one passerby and two passeeskyn the
same direction and in the opposite direction.Thatesy
successfully counted a single passerby walking iy a
direction, incoming or outgoing, as shown in Filn@he case
of two passersby walking together, at the same,timehe
same direction, the system counted the two passbes®ed on
the pixel-speed ratio, as shown in Fig.10. In theecof two

EXPERIMENTAL RESULTS
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passersby walking in opposite directions, the systas tested
to count two passersby walking in the oppositedtiibes; it
precisely counted the two passersby, based on #ssured
distance between the two passersby in the outesuneraent
line space-time image, as shown on Fig.11.

(b) (€)
Fig. 9 Single passerby walking in exit directioa) is the original
images. (b) and (c) are the left and right middeasurement line
, space-time images

1!

§
(b) (©)
Fig. 10 Two passersby waking together in the sainegetibn (a) is
the original images. (b) and (c) is the left arghtimiddle
measurement line space-time images

Finally, to count passersby in a line, followeddnother, or
more, in quick succession, the system is measheedistance
between the passing people shapes, in the fouredjyae
image. And use the average value between the fstangdes to
detect the two passerby shapes. After that perfaynthe
template matching to determine the passerby dimectind
calculate speed. Then, count according to direc®shown in
Fig.12.In conclusion, our experimental are corgecthunting
the two passersby walking in the same or oppogiéetibn.

B.Experiment Results

In this section, our experimental results représgnthe
achievement of the accurate matching and counting
automatically the passersby, in various cases amdtibns,
with different video sequences as in the followsudpsections.

1) Accurate Matching

Accurately matching more than one passerby appganin
the same space-time image is difficult becauséeftroblem
of mismatching.
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TABLE |
EXPERIMENT RESULT OF COUNTING ALGORITHM IN VARIOUS STATUSES
Number of Detected Speed-pixel Counting
Status passersby Not detected direction (%) Speed ratio accuracy (%)

One passerby one 0 100 Measured Used 100
Two in close proximity to each other two 0 100 Measred Used 90
Opposite direction two 0 100 Not measured Not used 100

One followed by one Two 0 100 gll:ca;]sured for Used 100

One followed by Two in
passerbyina close proximity to each Three 0 100 gﬂ:ciswed for Used 95
line, followed ~ other
by another, or
more

Two in close proximity to

_each other fo_llo_wed by two Four 0 100 Measured for
in close proximity to each each

other

Used 920

In this case, when dealing with more than one phgse
the system is using space colors such as RGB, Yasd,
YIQ in order to achieve the accurate matching. When
performing the template matching using RGB spaderco
only the result error is about 19 %. After using lR@&nd
YUV space colors the result error is about 8 %.aHyn
using three space colors (RGB, YUV and YIQ) theultes
error is unnoticed (is about 3%). Figure 15 shows a
complete example explaining the determination oé th
optimal matching.

(b) (©)

(d) (e)
Fig.12 Two passerby waking together in oppositedions. (a)
and (c) are the time space image without any psicgsvhile (b)

(b) (c) and (d)are the space-time images

2)Passershy Counting Accuracy
‘ In this subsection, the method was automaticallynted
the passershy, in various cases and directionk,different
video sequences. Table 1 shows the counting acctoac
multiple experiments with status: one or two passer
moving in the same direction, two passersby movimg
opposite directions, and one passerby followed rimtteer,

(d) (e)
Fig.11 Two passerby waking together in oppositediions. (a) is
the original images. (b) and (c) are the middle sneament line

space-time images. (d) and (e) are the outer memsunt line where the number of passersby is one, two, threfewor
space-time images and the speed sometime measured and sometime not
measured.
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From the results in Table 1 for 50 cases in eaatust it
verifies that the new method is effective and éffit for
counting passersby.

From the results of sample of long time experintbet
manual count was (Exit: 185 and Enter: 209) and the
method determined (Exit: 180 and Enter: 205). It is
significant that the number of people passing tamera
was successfully determined and counted with high
accuracy about 97%.

(c) (d) (e)
Fig.12 Template matching with a complete exampleqaain the
method can determine the optimal match. (a) isther space-
time image (b) is the binary image (c) and (d)represent an
example of Mismatching with RGB and YUV space cp(e) the
correct matching with Y1Q space color

VII. CONCLUSION

This paper has proposed a new automatic approach fo
counting passersby using four virtual-vertical meament
lines. The process of recognizing a passerby isechout
using an image sequence obtained from the USB @artrer
this study, four space time images are generatedfram
each measurement lines. Space time image is repirgge
the human regions which treated using the passerby
segmentation process. In this study, different rceloace
has been used to perform the template matching hwhic
chose automatically the best matching to obtairseray
direction and speed. The head position is detectedder
to calculate the precise elapsed time which is used
determine the passerby speed. The relation between
passerby speed and the human-pixel area has used to
distinguish between one or two passersby. Furthexntbe
pixel distance between the passershy, inside theespime
image, has used to count passershy in a line,Wellioby
another, or more, in quick succession and deterrttiee
direction of passersby. Moreover, an additional and
significant result was that the number of peoplespay the
camera was successfully determined and counted.

Future work could be made by improving the proposed
method to allow counting group of peoples. Alsolddoe
focused on improving the background subtractionbé&o
more sensitive to the environment changes.
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