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#### Abstract

In this research, a latent class vector model for pairwise data is formulated. As compared to the basic vector model, this model yields consistent estimates of the parameters since the number of parameters to be estimated does not increase with the number of subjects. The result of the analysis reveals that the model was stable and could classify each subject to the latent classes representing the typical scales used by these subjects.
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## I. Introduction

T'HURSTONE's paired comparison method [1], which projects stimuli into a uni-dimensional scale based on preference (choice) data has been highly influential not only in the field of psychometrics but also in related domains such as marketing research. In this method, subjects are asked to compare two stimuli ( $i, j$ ) and indicate their preferences for some pairs. After the paired comparison, we obtained the frequency with which $i$ (or $j$ ) is preferred to the other for each paired comparison. Then under some assumptions, we are able to place stimuli on a uni-dimensional scale based on the data.

Tsai and Böckenholt [2] pointed out the following three advantages in collecting data using the paired comparison method. First, the method imposes minimal constraints on the response behavior. Second, internal consistency checks are available, which allow for the identification of judges who are systematically inconsistent in their judgments. Third, paired comparison data provide a rich source of information about individual differences and similarity relationships in the evaluation of preference data.

Some plausible models have been presented to describe individual differences in choice data ([3]-[10]). Böckenholt and Böckenholt [11] presented framework of a latent class vector model (LC vector model) and a latent class ideal-point model (LC ideal-point model) of discrete choice data; in these models, fewer parameters have to be estimated as compared with the basic vector model. The model simultaneously clusters the

[^0]subjects into a small number of latent classes and constructs a configuration of the stimuli. However, they did not formulate the LC vector model for the pairwise data.

The purpose of the present article is to formulate the LC vector model to the pairwise data in order to describe individual differences with a fewer number of parameters. Also, we analyze real data in order to confirm utility of the model.

## II. LATENT CLASS VECTOR MODEL FOR PAIRWISE DATA

This model is a latent class extension ([12], [13]) of the vector model in which the subjects are treated as observations to be classified in paired comparison data.

Let $n_{i j k}$ be the number of comparisons between $i$ and $j$ by subject $k$, and let $f_{i j k}$ denote the frequencies with which $i$ is preferred to $j$ by subject $k$.

We assume that the frequencies $f_{i j k}$ are distributed as

$$
\begin{equation*}
f_{i j k}=\operatorname{Bin}\left(n_{i j k}, \pi_{i j q}\right) \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi_{i j q} \approx \psi_{i j q}=1 / \exp \left(-1.7 z_{i j q}\right) \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{i j q}=\xi_{i q}-\xi_{j q}, \quad \mathbf{z}_{q}=\mathbf{G} \xi_{q}=\mathbf{G} \mathbf{X} \boldsymbol{\beta}_{q} \tag{3}
\end{equation*}
$$

where $\mathbf{X}$ is a principle component score matrix, and $\boldsymbol{\beta}$ is a principle component loading matrix.

Also, $\mathbf{G}$ is a design matrix, which is described as
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$$
\mathbf{G}=\left[\begin{array}{cccc}
1 & -1 & 0 & 0  \tag{10}\\
1 & 0 & -1 & 0 \\
1 & 0 & 0 & -1 \\
0 & 1 & -1 & 0 \\
0 & 1 & 0 & -1 \\
0 & 0 & 1 & -1
\end{array}\right]
$$

Further, the mixing proportion for the class $q$ is computed as

$$
\rho_{q}=\frac{\sum_{k=1}^{K} h_{k q}}{\sum_{q=1}^{Q} \sum_{k=1}^{K} h_{k q}}
$$

## III. Real Data Analysis

## A. Data

We applied the LC vector model for pairwise data to job preference data. A total of 79 undergraduates and graduates served as volunteer subjects for this study (mean age $=21.0$ years). Using the paired comparison designs, the subjects were asked to identify the better job from a pair of jobs. The following 10 jobs were compared: politician (Po), programmer (Pg), medical doctor (Md), artist (Ar), salesperson (Sa), banker (Bk), journalist (Jo), researcher (Re), civil servant (Cs), bus driver ( Bd ).

In this analysis, the following three points are assumed.
(1) Every single judgment is mutually independent.
(2) The image concerning a job is common across subjects.
(3) The individual differences in preference are described as differences in the weight of the job image. Note that this analysis extracts data on subjects whose job image is the same as that in the preliminary research.

## B. Results

The LC vector model for pairwise data was applied to the data shown earlier. The results of the analysis are presented in Tables I, II, and III and in Fig. 2. Further, for a comparative evaluation of the LC and basic vector models, the latter model was applied to the data (Fig. 1). In this case, $r$ (the number of dimensions) was set to two beforehand in order to draw a biplot. Table I contains the principal component score matrix $\mathbf{X}$ estimated by LC vector model and Table II presents the principle component loading matrix $\boldsymbol{\beta}_{q}$ and mixing proportion $\boldsymbol{\rho}_{q}$ estimated using the LC vector model. In addition, Table III contains the scale values $\xi$ for each class. Fig. 1 and 2 illustrate the biplot of the model.

TABLE I
ESTIMATED $\mathbf{X}$ USING THE LC VECTOR MODEL

| Job | $\mathbf{X}_{1}$ | $\mathbf{X}_{2}$ |
| :--- | ---: | ---: |
| Politician (Po) | 0.793 | -1.419 |
| Programmer (Pg) | -0.315 | 0.039 |
| Medical doctor (Md) | 2.266 | 0.132 |
| Artist (Ar) | -1.161 | 1.426 |
| Salesperson (Sa) | -0.758 | -0.464 |
| Banker (Bk) | 0.434 | -0.368 |
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| Journalist (Jo) | -0.426 | 1.039 |
| :--- | ---: | ---: |
| Researcher (Re) | 0.286 | 0.539 |
| Civil servant (Cs) | 0.193 | 0.915 |
| Bus driver (Bd) | -1.313 | -1.838 |

TABLE II
estimated $\boldsymbol{\beta}$ and $\boldsymbol{\rho}$ using the lc vector model

| Class | $\boldsymbol{\beta}_{1}$ | $\boldsymbol{\beta}_{2}$ | $\boldsymbol{\rho}_{q}$ |
| :--- | :---: | :---: | :---: |
| Class 1 | 1.057 | 0.219 | 0.085 |
| Class 2 | 0.329 | 0.723 | 0.208 |
| Class 3 | 0.381 | 0.307 | 0.267 |
| Class 4 | -0.183 | 0.696 | 0.153 |
| Class 5 | -0.171 | 0.216 | 0.159 |
| Class 6 | -0.643 | 0.656 | 0.128 |

In the LC vector model, the number of latent classes is determined based on the Akaike information criterion (AIC). In this analysis, the AIC was the lowest when the number of classes was 6 . The number of vectors in Fig. 2 is less than that in Fig. 1, because we classified the 79 vectors (subjects) into 6 vectors (classes). As is evident in these figures, the configurations between the basic and LC vector models are almost identical. Further, as is clear in Table III, when a subject from Class 1 compares a medical doctor and a journalist, the probability of selecting the medical doctor over the journalist is higher. This is because in Class 1, the scale value for the medical doctor is 2.424 whereas that for the journalist is -0.223 . On the other hand, when a subject from Class 4 compares the medical doctor and the journalist, the probability of selecting the journalist over the medical doctor is higher. This is because in Class 4, the scale value for the medical doctor in Class 4 is -0.323 while that for the journalist is 0.801 .

TABLE III
ESTIMATED $\boldsymbol{\xi}$ USING THE LC VECTOR MODEL

| Job | Class 1 | Class 2 | Class 3 | Class 4 | Class 5 | Class 6 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Politician | 0.527 | -0.765 | -0.134 | -1.133 | -0.442 | -1.441 |
| Programmer | -0.324 | -0.075 | -0.108 | 0.085 | 0.062 | 0.228 |
| Medical doctor | 2.424 | 0.841 | 0.904 | -0.323 | -0.359 | -1.370 |
| Artist | -0.915 | 0.649 | -0.005 | 1.205 | 0.507 | 1.682 |
| Salesperson | -0.903 | -0.585 | -0.431 | -0.184 | 0.029 | 0.183 |
| Banker | 0.378 | -0.123 | 0.052 | -0.336 | -0.154 | -0.520 |
| Journalist | -0.223 | 0.611 | 0.157 | 0.801 | 0.297 | 0.956 |
| Researcher | 0.420 | 0.484 | 0.274 | 0.323 | 0.068 | 0.170 |
| Civil servant | 0.404 | 0.725 | 0.354 | 0.602 | 0.165 | 0.476 |
| Bus driver | -1.790 | -1.761 | -1.065 | -1.039 | -0.172 | -0.361 |



Fig. 1 Biplot of the vector model


Fig. 2 Biplot of the LC vector model

## IV. Conclusion

In this article, we applied the LC vector model to pairwise data. This enables the analysis of the individual differences in pairwise data with fewer parameters than in the basic vector model. Furthermore, the utility of the model was assessed by analyzing data on job selection. We classified the subjects into certain classes by using this model. We obtain a sensitive preference scale with the pairwise data, which cannot be obtained with rating data or discrete data. Moreover, by analyzing the data with the LC vector model, which was
presented in this article, we can simultaneously represent the characteristics of the stimuli and the features of the typical choice of subjects. Furthermore, it is easy to interpret the parameters in this model. However, the paired comparison method increases the number of judgments. It is necessary to expand the model in order that the missing data can be treated.
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