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Methods for Case Maintenance in Case-Based
Reasoning

A. Lawanna and J. Daengdej

can result in dropping of competence and performanfcthe

Abstract—Case-Based Reasoning (CBR) is one of machingystem for the next cycle.

learning algorithms for problem solving and leagnihat caught a lot
of attention over the last few years. In gener&R0s composed of
four main phasegetrieve the most similar case or casesysethe

case to solve the problemgviseor adapt the proposed solution, and

retain the learned cases before returning them to the base for
learning purpose. Unfortunately, in many cases thtain process
causes the uncontrolled case base growth. The gmolaffects
competence and performance of CBR systems. Thisrgapposes
competence-based maintenance method based onodefatiicy

strategy for CBR. There are three main steps mrtethod. Step 1,
formulate problems. Step 2, determine coverageraachability set
based on coverage value. Step 3, reduce case ikasdlse results
obtained show that this proposed method perforntterbéhan the
existing methods currently discussed in literature.

Therefore, many CBR researchers develop the Case Ba
Maintenance (CBM) methods in order to responsehie t
problem [2], [3]. The CBM methods relate to delgticases,
adding selected cases, or partitioning cases wheh the
theoretical and conceptual difference methods émoanting
in the CBM. Particularly, those methods deal witle three
main issues discussed in section Il. Up to now,00e can
guarantee which one is the best method. Some of sueceed
to reduce cases but cannot preserve the competdntiee
system.

In response to this problem, we propose the Detengi
Coverage and Reacgability and Reducing Cases (DRCBM
method explained in section Ill. Our experiments a@sults

Keywords—Case-Based Reasoning, Case Base Maintenangge shown in section IV. Thereafter, we evaluate tree

Coverage, Reachability.

|. INTRODUCTION

CASE—Based Reasoning (CBR) is an algorithm of solving
new problems based on the solutions of similar past

problems. The well-known 4R processes of tradificDBR
[1] are retrieve reuse revise andretain. That is solving a
problem by CBR involves:

comparative studies based on the competence afatmpance
criteria detailed in section V. finally, section Mk the
summary conclusion.

Il. CASE BASE MAINTENANCE

A.Case deletion
Generally, deleting cases methods are developesbfeing

Retrieve Obtaining a problem description, measuring théhe uncontrolled case base growth. The oldest amglest
similarity of the current problem to previous prefis stored deletion is Random Deletion (RD) which can simpégluce
in a case base (or memory) with their known sohsjo cases but difficulty in preserving the competendglevthe

Reuse Reuse the solution of one of the retrieved caselsigh utility value of cases is deleted. Thus, Mmt{4]
possibly after adapting it to account for differeaén problem proposed the Utility Deletion (UD) instead of RD.
descriptions. Conceptually it deletes the lowest utility valuecafses based

Revise The solution proposed by the system is thean Minton’s equation. However, the competence efdistem

evaluated (e.g., assessed by a domain expert).

Retain The problem description and its solution can then
retained as a new case, and the system has le@rrsedive a
new problem.

While there is a number of research issues reltiedll
these 4 steps of CBR, one of the issues that tatgh amount
of attention of CBR researchers is degrading of GB&em’s
performance after a few runs. In this case, th&liiné process
is the one that causes the uncontrolled case rasghgwhich
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is still dropping. Therefore, Smyth and Keane (1)99®posed
the Footprint Deletion and Footprint Utility Deleti
(FD&FUD) which are claimed to be a competence prasg
deletion policy [5]. The policy determines the cage and
reachability (C&R) set based on a simple nearegjhber
denotes:

Coverageof a case is the set of target problems thatrit ca
be used to solve.

Reachability of a target problem is the set of sdkat can
be used to provide a solution for the target.

The C&R set then can be categorized into a typeahthy
based on their coverage potential and adaptatiowepo
follows:
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Pivotal cases which are generally outliers, being tocaisol
to be solved by any other case, affect competerimnthey
are deleted.

the clustering group samples (cases) into parsitieach that
samples within a cluster are similar to one anothed
dissimilar to samples in other clusters [12]. Tlay find the

Spanning cases, their coverage spaces span regions mbst representative cases for each cluster [13]], [[L5],

pivotal cases. They do not affect the competency.

[16]. However, we found that one of the drawbacKs o

Supportcases are a special class of spanning cases andpg@titioning is present during the classificationdaclass

not affect the competence.

selection procedure. When a border element is ypoorl

Auxiliary cases are the cases that do not affect tlassified, it is possible to have no answer whileould have

competence at all.
The deletion policy then selectively deletes cases a
case base guided by the classification of the castisa limit

been found in the neighbouring class.

D.Research Issues Related to CBM

on the case base size is reached. The algorithm wad\ccording to the survey, we observed that the CBM
empirica”y shown to preserve the Competency of BRC methods deal with the fO”OWing lists the main Bsinvolve:

system and to outperform a number of previous eldtased
strategies. However, deleting a pivotal case maluace the
competence because by definition there is at m@stproblem

1). Problem Formulation

The CBM methods currently assume that the case-base

contains a representative sample description dilenos. This

that can no longer be solved, namely the probleat thiS reasonable since a CBR system could not be @ gablem

corresponds to the pivotal case itself. Of couisepractice
there will be a range of problems in the regionthe pivot
which can no longer be solved [9].

B.Case addition

solver if the case-base were not representative.

From the investigation, we have found that most CBR

researches use a single unknown value for theik jor]
detailed in table I.
For example, according to case number 1, the coypas

Zhu and Yang argued that FD&FUD policy is notsold a computer which has 16 MB of RAM, 2.5 GB helisk
guaranteed the competence to be preserved whefiaguxi and 15 inch monitor for 1,950. Similar interpretatiis also
spanning, or supporting cases are deleted beceesie tapplied to all other cases. Applied adaptation:riile case is

similarity value may close to the case represamator
centroid). Another argument, they carried out treory that

then adapted by reducing the size of monitor fromirich
(case number 4) down to 15 inch, and the finalepisoreduced

proves the coverage value of FD&FUD decreases when

numbers of cases are deleted. Therefore, they pegp@
addition policy, cases in an original case baserepeatedly

selected andddedto an empty case base until a certain size

limit is reached, producing an updated case basehwtigh
coverage guarantee (at least 63% coverage) bynglaciower
bound on the competence of the resulting case[base
From our study, we found that case addition poligyZhu
and Yang can longer provide a high coverage valeng
cases for preserving the competence of the systemwever,
case addition can no longer preserve the perforeafiche
CBR systems because of time complexity which refatéhe

operation, O(f). Indeed, for each added case it is necessary to

re-examine the whole original case base which can
fastidious. For case addition, the problem dedoripand the
system deduced solution form the case that is afijed

C.Case partitioning

The partitioning policy consists of dividing theseabase
into several clusters. It enables for case selectin an
increasing manner, the attributes which are ricimfiormation
and which can cover the structure of the case [@&se

Overall, the cases in the initial case base areeseptative,
accurate, and diverse. Each case is regarded lstarcand
itself is called key case [9] and we can partitibe case
library into several clusters by using the weightdisgtance
metric such as decision tree [7] and K-Means ciirgie[2],
[10]. The method partitions cases into clusters tten be
converted to new smaller case-bases [11]. By cersiin of
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TABLE |
A SET OF TARGET PROBLEMS
Case RAM Hard Disk  Monitor  Price
Number (MB) (GB) (inch) (Dollars)
1 16 2.5 15 1,950
2 64 4.0 21 5,430
3 32 3.2 15 2,450
32 1.7 17 2,500
5 64 4.0 15 3,100
Probleml 32 1.7 15 ?
Problem2 16 2.5 ? 1,900
Problem3 16 ? 15 1,500
Problem4  ? 4.0 17 2,400
Problem5 32 4.0 ? ?
Problem6 16 ? ? 17,00
b Problem7 ? ? 21 2,100
Problem8 32 ? ? ?
Problem9 ? ? ? 2,200
to 2,200.

In the traditional method, case solution answerthe
problem is only on price of computer. In our wonkge
observed that a set of target problems is not basednly a
single unknown value. In the real world phenomeribrcan
involve the multi unknown value. For example, alpeo that
has 16 MB of RAM, 2.5 GB hard disk and ? inch monfor
1,900 dollars or a problem that has 32 MB of RAMGB
hard disk and ? inch monitor for 2,000 dollars.

From the survey, we claimed that the traditional MCB
methods [19] are no longer considering this sitratRelevant
to the ability of CBM, we believe that it can solthés issue.
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Therefore, in our paper we offer the maintenancthatkethat
can solve this problem before reducing cases.

2). Determining C&R set

This intense interest is highlighted by Smyth andaie
(1995). They believe that the key concept in categm cases
is determining C&R set. Consequently, they defire t
coverage set as a case in the set of target prelitehcan be
used to solve and the reachability set of a tgogaltlem is the
set of cases that can be used to provide a solfitiothe
target. Up to now, most of CBM methods determineRCdet
before maintaining (deleting, adding, or partitiog)i cases
because they believe that it can provide the bestec
representatives.

Obviously, computing these sets for every casetarmget is
impossible; the space of target problems is, ireggnsimply
too vast. A more tractable solution is to assuna the case-
base itself is a sample of the underlying distidouiof target
problems. Now, we can estimate the coverage ofa by the

cases?” Bogaerts and Leake proposed the folloving@BM
techniques already implemented in IUCBRF [18]. Eash
described by its policies for addition to and deletfrom the
case base.

From the survey, we have found that the deletiddjten,
and many CBM methods can reduce case base sizeblat
not preserve the competence and performance ofyistem.
Therefore, the adaptation cost is required to Hixste serious
problems [5], [6].

The contribution of this paper is in the applicatiof the
case deletion strategy. C&R set to our knowledge leen
studied at this level contrary to methods from caddition
strategy by Zhu and Yang (1998) and deletion isatey
Smyth and Keane(1995). Consequently, we proposasa c
maintenance method by deleting the least qualisgsan the
case base. This quality of cases is based on tmpetence
and performance measure.

set of casethat can be solved by its retrieval and adaptation, Table Il shows definition of terms used in our aitfon and

and the reachability of a case by the set of cegtcan bring

about its solution. Smyth and Keane commenteddbe¢rage

and reachability cannot be calculated because dbsilge set
of problems is in general too vast [6]. Thus thsuasption is

made that the problem distribution in the case bise
representative and a heuristic approach is used.

In Fig 1 is drawn in order to show example of C&& s
whereT is denoted as a set of target problems &isda set of
case solutions. There are five target problemsF} andfive
case solutions §-S} which give the C&R set (e.g..T(, S),
(T, S), (Ts, S), (Tar S), (Ts, &), (Ts, &), (Ts, Sy), and
(Ts,.S5))-

‘ Target Problem (T) ‘ ‘ Case Solutior (S} ‘

0 0096

Sddy &

Fig. 1C&R set

The traditional methods can determine C&R set (éoy.
nearest neighbor approach) based on a single umkraiue.
Our paper will show the determining C&R based dhegia
single unknown value or the multi unknown value.

3). Reducing a case base size

An interesting question is “between case deletioth ease
addition which one is the appropriate techniquemi@intain
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equations.

[ll.  THE PROPOSED DETERMINING & R AND REDUCING CASE
BASE SIzE(DRCBM) METHOD

TABLE Il
DEFFINITION

Symbol Quantity

Case

A set of formulated target problems
A set of formulated target problems in
different unknown value

A number of possibility

O-0

QO

(a,a-n)
The total number of formulated target
problems
Case Solution

The candidate of the case solution
Deleted case

The Obtained case

The initial case base

Attribute

z

QS A0y

A number of possibility

Qa.n)

A.Step |: Formulate a set of target problems

More precisely, the acquisition is performed durin@BR
session: the target problem is automatically solhed
adaptation of the retrieved case and, after thatsblution is
presented to the user who, depending on his/heertsg
level, may be able to detect that the solutionoissatisfactory
and why that is not the case.

Traditionally, this optimization problem has been
formulated Many target problems require creative solutions.
However, such problems are typically weakly-stroetiand
underspecified (open-ended). We investigate thential of
analogical reasoning for this type of problems. Wéery out
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experiments in a CBR environment. We demonstratdé thcoverage sets seem likely to be giving off largenpetence
formulating a set of target problem with analogieads to contributions. Better case (large coverage valua) ©e
more competence and performance based on the Rrobleserved for the next CBM cycle. The best case ifmax

Formulation Algorithm. coverage value) represents the cases with the degsfrom
target problem.
Problem Formulation Algorithm In the previous example, we present fig 2. for dbsw
Let C = {C.,C,,...,G, }be the set of cases in a case base; how to achieve the largest coverage set.
C,={a;,a,,..,a,} be the set of attributes in cases; Fig 2 shows the super set of target problems; ristaince,

a, ={n,n, ..., n} be the set of unknown value in the{TS, T6, T7yUqTy, {15, T8, T9y {12}, {T6, T8,
T10y ¢T3}, {17, T9, T1op U (T4}, {T11, T12, T13,
T14}U (75}, {T11, T12, T13, T14}LM{Te}, {T11, T12,
T13, T14}{T73{T11, T12, T13, T14} {T8}{T11, T12,

attributes;
N ={ Q.a11): Qaa-2) - Q(a.a-n) } bE a set of formulated

target problems in different unknown value. T13, T14}D{T9}, and {T11, T12, T13, T14}D{T10}.
1. The case (epresents the attributeg,. Case represents Thus. we found that {T1, T2,..., T4}can give the last
attributesy;, a,,...,.a,,. coverage set.

2. The unknown valuerexists in the attribute of a case.

Unknown value orders the set of question. @,
T2

3. If there is a case witQ(, ,-, Where n# o and n# a,
then

Select a case Wittp(aﬂ_n) @

End s

The Problem Formulation relies on “number of unknow o S )
value in the attribute of each case”. Generallynber of
possibility, Q(4,a-n) CaN be calculated by using (1). /

al ) \4

@ ~

T2

\

Q@a-n) = [CEDT Fig.2A super set
A set of formulated target problems can be caledlaty
using (2) Consequently, we apply Case-Based Problem Solwng t
T=3 (Qua-1):Qua-2)Qa-r)) (2) Ppropose the case called a pair-wise associatidd) (Where T

is a problem and S is a solution of T . Solving rabem
means associating a licit solution with it. Reaagrfrom cases
means solving a problem called the target problesimg the
case base.

Problem Solving Algorithm
Q(412) :6,Q(4v3) =4, T=14, andN=700. The calculating process T = new target problem

Finally, the total number of formulated target deshs (\,)
can be calculated by using (3)
N =T*C 3)
For example, if C=50 and a =4 then Q(41) =4,

follows: S = find solution (T)
4 D = find candidate (S)
Q(ag) =m =4 The similarity measure of (T,S) is performed usthg k-

nearest neighbor's algorithm (k-NN). It is a simpiethod for

Q(42) - 4 = 6: classifying objects based on closest training exasnm the
’ 34—2)_'-2! feature space. An object is classified by a majoriite of its

41 neighbors. k is a positive integer, typically sm#lk =1, then
Qaz) :(4_—3)[]_. =4 the object is simply assigned to the class of isarest

_ _ A neighbor. The k-nearest neighbors are determinedrding to
T= 2 (Quy* Q) *Quy) = 4+6+4=14; a distance function like the Euclidian distance. degermine
N, = T*C = 14(50)= 700 neighbors of an object, we calculate the distarice® this
The different initial case base and attributes d@ opject to the whole points in a reference data.nTwe sort

processed with the same method. The algorithmpriuperties these distances in an ascending order and sefedt pints,

with multiple value answers will be expanded andagalized these are called k-nearest neighbors[1].

in order to produce the results expected by the bagders. What value of k is optimal? It is not necessaritycabvious
Step II: Determining C&R solution. How to choosk? Do we use 1 nearest neighbor, 10
Viewing at how an individual case takes part inpheblem pnegrest neighbors, 50 nearest neighbors? The beisecof k

solving process we observe that C&R set has armtefie its depends upon C&R set; generally, larger valudsretiuce the

competence and performance. Intuitively, cases Watiye effect of noise on the classification, but make rmtaries
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between classes less distinct. However, in ourareke we

assume that noise data is not realized. Therefiregsing a

small value for k may lead the algorithm to ovethe data. 6
The ability to measure C&R is the key to understapd  Coverage ratio (2)3:3;

competence in CBR. This research investigates C&R,

competence and problem-solving capacity of case bath Coverage ratio (3) 2 133;

one of its aims being to develop a method to crélagse 3

aspects of a case-base and the group of casem vifthi In order to provide a case base with good competeite

Coverage assumes a finite problem space and attetopt coverage ratio must be high and its reachabilityezanust be

measure the number of points within this problenacsp low. Therefore, the largest coverage value of ¢éix@mple can

covered by the case-base. This empirical coveragsies De calculated by using (4) which equals 3.5

where the cases are represented by attribute walev

providing a finite problem space. The coverage aaheC&R

is then measured by the coverage ratio.

Coverage ratio (1) :% =4;

Coverage value % 4)

> s,
CR =41

[ ] Target problen
0

CR=€Z

2099100066

Fig. 3C&R set

Fig 3 shows four types of C&R set which are desatilas
follows:

Fig.3(a) shows that a single target problem casdbeed by
many case solutions. It presents low coverage natich
equals 1M, this situation is not appropriate because
reachability set is high.

Fig. 3(b) shows that many target problems can beddy
many case solutions. It presents coverage ratiehwbqguals
M:N, also this situation is not appropriate becausetrability
set is still high.

Fig. 3(c) shows that many target problems can bedsoy
one case solution. It presents coverage ratio wiighalsM:1,
this situation is the best because many targetlgmbcan be
solved by one case.

Fig. 3(d) shows that a single target problem cah b® Fig. 4 The coverage ratio
solved by any case solution. This situation iscwtsidered in
this research because the possibility is low. Consequently, the coverage value is applied to ldwed

Thereafter, we demonstrate the coverage value fdeletion of cases. Relevant to this fact, DRCBM hodt
representing cases that affect to the competencg aronsists of reducing the case base size while miaing a
performance of the system. Fig. 4 shows the coeeratjio of maximal competence detailed in step lIl..
the previous example which can be calculated utiagC&R

- - ol
5 q A
\\

CR=42

\ Target Problem \

I Case Solution |

0006

B.Step lll: Reducing case base size

se;[z.or instance: In this step, we propose deletion policy in ordereduce
Coverage set (1) =4 ; Reachability set (1):= 1 the number of cases needed to learn. The main perpiothis
Coverage set (2) =6;  Reachability set (2) = 2: method is to maéqmlze the compe;ence and pe;forgaﬁd;_e
Coverage set (3) = 4; Reachability set (3) = 3; CBR system and at a moment reduce, as much adlesbe

size of case-base. The experiments using diffedentains,
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most of them from the UCI repository, show that tiedetion
techniques can maintain the competence obtainddebipitial
case base. The DRCBM decides whether to deletesea @a
not by the deletion algorithm. The algorithm is mated by
the need to delete cases in order to maintaindhgetency of
a case base at a reasonable size.

Deletion Algorithm

If there is a case withQ( 4 —n

) where n£o and ng @ then
Select case withQ(a’ a-n)

EndlIf there is a case witQ(aya_l) then
Select a case witQ(a a-1)

EndIf
The algorithm aims the content of the case bassdi@cting
which cases to keep and which cases to deleted®disése,

problem and casel is d(Problem and Sequence nhnzs®
1)= sqt (0.5-0.49)2+(0.5-0.29)2+(0.5-0.56)2+(0.24)2=0.22
This form of computation is carried out for all th@ining

samples. The minimum distance value interpretsrthgimum

similarity among cases. According to this partesults three
situation as follow:

Situation i) M:1, many of case solutions can bevjgled as
a set of case solution when Euclidean Distanceeatgr than
0.069.

Situation ii) 1:1 we found k=1, results SYGA ECQOhtg =
0.51, gvh=0.49, aac=0.53, alml1=0.14, alm2=0.26 when
Euclidean Distance(min)=0.069

Situation iii) 0:1 has not found in this experimdrgcause
all values of the attributes are not existed.

Concerning Q(s4)» it was listed the largest coverage

this algorithm ensures tha(, ,y)is formulated by choosing yajye. On the other handys, offers a lower coverage value.

those features which maximally coverage and mirdimal

reachability between the candidate cases. Thetyaloifi the

After deleting cases, the following statistics preduced:

DRCBM method to select optimal cases can be used to

successfully reduce the case base without losiHgakike
information.

IV. EXPERIMENTS AND RESULTS
In this section, we show the experimental resulEafoli
data-set TABLE Il (336
cases, 5 A TYPE OF TARGET PROBLEM
Qs1)  Q(s2) Q(s3) Q(54)
5 10 10 5

attributes) which is available from the UCI Machibearning
Repository www.ics.uci.edu/~mlearn/ MLRepositorimb)

Table 1ll shows a set of formulated target problestmsch
are {Ty, Ty, ..., Taq}. Also, we found that

Q(s4) ={Tu.Ta... T, Q(s2) ={TeT7... Tagh;
Qs3) = {T16 Tuz,. Tosh; Qg = {T26T27,-., Tadk;

Competence(%) l—i 100% = 1—L 100% =99.95%
N, 10080

6 )100%:(1—5
N; +7 10080+336

Reduction(%)=(1 )100%=

99.95%

Beside this, we do four experiments by initiating &ases
and selecting 4,5,6, and 7 attributes respectivetulted in
table IV.

Table 1V, Concerning th®, ;). it was listed the largest
coverage value. On the other har@, , ) offers a lower
coverage value. For example, if =4 then Coverage value

T _ 14 . . -
:E =I =35. After deleting cases, the following statistics
are produced:

TABLE IV
ASSESSMENT OF THE PROPOSED METHOD
T N 0 K C Coverage Reduction Competence
value (%) (%)
14 700 4 696 54 35 99.47 93.71
30 1,500 5 1,495 55 6 99.68 99.67
62 3,100 6 3,094 56 10.33 99.81 99.81
126 6,300 7 6,393 57 18 99.89 99.89

Coverage set (1) = 5; Reachability set (1) = 1,
Coverage set (2) = 10; Reachability set (2) = 2;
Coverage set (3) = 10; Reachability set (3) = 3;
Coverage set (4) = 5; Reachability set (3) = 4;

Coverage ratio (1)=5; Coverage ratio (2) = 5;
Coverage ratio (3) = 3.33; Coverage ratio(4)2; 1.

Coverage value I = 30 =6;
8 5

Competence(%)k——2- 100>/o:(1—i]10cp/o =93.71:
N, 700

Reduction(%)=(1—Y— )100%= (1% )100%= 99.47

N, +7 0c
This form of calculating process is carried outdtithe rest
of experiments.

Thereafter, we explain the problem solving method b

applying k-NN algorithm based on a chosen distdnnetion
to measure similarity value between the query-imcgaand all

V.EVALUATION
A “good” case base is able to solve target probléanss

the training samples. However, a new target probism many queries as possible correctly and effectivehe criteria

generated for example, T1 = ( mcg = 0.5, gvh=0a8=8.5,

by which one can judge the effectiveness of a tase are

alm1=0.2, alm2=?) The Euclidean Distance betweeimtpo given [6], [10]. The important criteria that comiite to the

International Scholarly and Scientific Research & Innovation 4(1) 2010 87

1SN1:0000000091950263



Open Science Index, Computer and Information Engineering Vol:4, No:1, 2010 publications.waset.org/8891.pdf

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

Vol:4, No:1, 2010

evaluation of a case base arempetencandperformance TABLE V

« Competence is the range of target problems thathe COMPARATIVE STUDY
successfully solved by the reachability set. Coyeraatio ~ Da@set Property FJS& ggjﬁion DRCEM
must be high and its reachability rate must be low. Ifis Obtained case 14 9 2

The results show the very good case base perfoenanc(150 cases, 4  Reduction(%) 99.84 99.89 99.95
which is in relation to the performance and compete This  attributes, Coverageratio 1 1.56 35
good performance is expressed through the dectpasirypiems) Competence(%) ~ 99.83  99.89 99.95
retrieval time with high reduction rate. Therefae optimal  Ecoli Obtained case 30 19 5
case base is obtained. The aim of our deletiomtqubs is to (33_6b cases,5  Reduction(%) 99.71  99.82 99.95
reduce the case base size while maintaining thepetemce ~ 2tiroutes, Coverageratio 1 1.58 6

10,080 Competence(%) 99.70  99.81 99.95
and performance of the system. problems)
T Acute Obtained case 62 39 6
Coverage value =§ (5)  Inflammations  Reduction(%) 99.18  99.48 99.92
(120 cases, 6  Coverage ratio 1 1.59 10.3
9 attributes, Competence(%) 99.17  99.48 99.92
Competence (%)+1-— [100% (6) 7,440
T problems)

The competence concern with the range of targédil@nts 'E)'Yefd Obtained case 126 80 7
that a given system can solve, it also depends@mproblem- (:alzslgrc:gses ; Eggsgg’;%?o 919-71 295;22 52-98
solving _ab|I|ty of the system and must involve te&rieval and  attributes, Competence(%) 99.71  99.48 99.98
adaptation process of a system. The number of czedbe  43.470

. problems)
readily mea;ured, 'put the problgm of howltolmeasthee Abalone Obtained case 254 161 8
problem-solving ability of a case in terms of iedrieval and (4,177 cases, 8 Reduction(%) 9998 9998 100
adaptation characteristics is not so simple. attributes, Coverage ratio 1 1.58 31.75

« Performance is the problem-solving time thatdésessary ;}gg%gg Competence(%)  99.98  99.99 100
to compute a solu_tion for case targets. This mea'rsubou_nd Computer Obtained case 510 323 9
directly to adaptation power. In this paper, weuceduction  Hardware Reduction(%) 99.52 99.70 99.99
rate and accuracy. (209 cases, 9 Coverage ratio 1 1.58 56.67

attributes, Competence(%)  99.52 99.70 99.99
Reduction (%) 4 1-—2— oo 7) 1065
N +7

Performance relies critically on the accuracy, jsieno, and —
the cases stored in the case base. Mostly CBRnsysapply 3
retrieval methods whose efficiency is based oncéee base 5 ‘2001 ,\ " " n
size, and under these conditions the addition duumdant g FEn

. .. qQ 99.7
cases d(_egrade effectiveness of the system by Bsiogea S 154 159 164 169 174
retrieval time. case

Three different CBM methods are compared for this —

) r ) | —+—DRCBM —=— Case Addition FD&FUD |
experimental study 1) FD&FUD 2) case addition witises

ordered according to their coverage values; 3) DRICRith
cases ordered according to their C&R set and theciated
algorithm. In order to strengthen the comparisondgferent
datasets are used.

Iris, Ecoli, Acute Inflammations, Liver Disorder&bolone,

and Computer Hardware data-sets are available fnenUc| case addition.

Fig. 5 The competence of comparative studies erdataset

Fig. 5 shows the competence occurred for variogsscaf
Iris dataset. As we can see from the figure, theptence is
more in the case of DRCBM when compared to FD&FUWID a

Machine Learning Repository (www.ics.uci.edu/~migar
MLRepository.html). The table V illustrates the quemison of

Ecoli

the three methods using the four data-sets.

Table V shows the results for the FD&FUD, case toldli

”n

and DRCBM method. Our results are positive. It barclearly
seen that the DCCBM method is more efficient tHandther
ones by achieving a better cases reduction rate avifiner

355

369
case

383

407

| —+—DRCBM —=— Case Addition

FD&FUD |

competence for the four data-sets. The reductitngiaen by
the developed method is sensibly higher than tleegiven by
the two traditional methods.

Fig. 6 The competence of comparative studies ofti Hataset

Fig. 6 shows the competence occurred for variogeaf

Ecoli dataset. As we can see from the figure, tmapetence is
less in the case of FD&FUD and case addition wienpared
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to DRCBM. addition when compared to DRCBM which equals 99.99%
Acute Inflammations
2 VI. CONCLUSION
2 100 N — . . "
g o] This  paper demoqstrated t_hat while traditional CBM
5 oe] methods are effective in controlling the uncon&dltase base

126 165 184

case

203 222

size growth from a competence and performance petisp,
they may lead to time complexity in many CBR systeithe
solution proposed can formulate a set of targeblpros based
on a single unknown value and multi unknown valliee set
of target problems interprets size of C&R set whiebults

Fig. 7 shows the competence occurred for variosssaf fou_r types of the coverage ratio (coverage sedchability set)
Acute Inflammations dataset. As we can see fromfithee, Which are (1:M), (M:N), (M:1), and (1:0). We fourtdat the

the competence is less in the case of FD&FUD argk cabest competence requires many target problemsdblyene
addition when compared to DRCBM. case solution (M:1). Thereafter, the coverage valile be

| —+—DRCBM —=— Case Addition FD&FUD |

Fig. 7 The competence of comparative studies ortéAcu
Inflammations dataset

competence%

Liver Disorders

100.5
1004
99.5
99

352 432 512 592

case

672

‘—0— DRCBM —a— Case Addition

FD&FUD‘

Fig. 8 The competence of comparative studies orrlDisorders

Fig. 8 shows the competence occurred for variogesaf
Acute Inflammations dataset. As we can see fronfithee,

dataset

calculated. The maximum coverage value will be ufed
guiding the DRCBM method in order to delete casédew
preserving the performance of the systems.

The proposed method was evaluated by using two

traditional CBM methods (FD&FUD and case additi@md

SiX

datasets. The obtained results were positiveeims of

case base reduction size and best competence.

(1]
(2

the competence is less in the case of FD&FUD arsk ca
addition when compared to DRCBM.

competence'

100.02

Abalone

100
99.981

99.96

" n n

143

4185 4346 4407

case

4478

\ —e—DRCBM —=— Case Addition

FDUFUD|

Fig. 9 The competence of comparative studies orioheadataset

Fig. 9 shows the competence occurred for variogesaf

(3]

[4]
(5]

(6]
(71

Abalone dataset. In this case, the competencesdrighe case [g)
of FD&FUD and case addition when compared to DRCBM
which equals 100%.
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