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Confidence Intervals for Double Exponential
Distribution: A Simulation Approach

M. Alrasheec’

Abstract—The double exponential model (DEM), or Laplace DEM is specific class of distribution:
distribution, is used in various disciplines. Howewhere are issues
related to the construction of confidence interv&@s), when using

the distribution.In this paper, the properties &ND are considered 1 1|x-n ﬁ

with intention of constructing Cl based on simutatdata. The f(B) = T -=— 2
analysis of pivotal equations for the models hareamparisons with 1 1+5(1+ﬁ) 2| 6

pivotal equations for normal distribution are penfed, and the r 1+§(1+ :B) 2 6

results obtained from simulation data are presented

Keywords—Confidence intervals, double exponential model, This class of distributions includes normgB ¢0) and
pivotal equations, simulation DEM (B=1), which is symmetrical in scale and location

parameters. Thus, we can compare the PDFs of these

. INTRODUCTION distributions:

HERE are many different probability distributions with
analytical probability density functions (PDF) thate

used according to the research discipline. The wmsimonly 1.0

applied PDF is normal distribution, which descritzesvide

range of different processes. However, many presesan be 0,8

described more precisely using the double expoalemtodel

(DEM) [1-3]. Recently, interest in the Laplace distition has 8 0.6

grown due to its potential transforming applicatiofinancial = 0,4

functions[3]. For instance, the difference of twmlépendent

two parameter exponential variables follows double 0.2

exponential distribution, and the logarithm of eatbf uniform

or Pareto variables follows the DEM, as well [1]. 0.0 i
DEM has not been used extensively as a model dymr, 5 4 321012 3 45

to the lack of available statistical techniquesilaiage for this X

distribution. From the experimenter’s point of vieldEM is

often not used because of a sharp peak in thercehtine 0 4 =

PDF; however,despite this anomaly, it is often pneferred
model with exponential tails [1],[3]. In additioit, has been
suggested that to investigate the properties of data,we 0.3
need to first perform several goodness-of-fit te&ts example ]
of one such test is described by [3].

While the evaluation of Cl is important, it is tiaVin cases
of normally distributed values [1]. In such, we case 0,4

auxiliary distributions, such as Student, Laplamaad)(z. The

a
o
o

0,2

fiX)

goal of the present study is to analyze evaluati@thods of 0
Cl for DEM. In addition, DEM data simulation, pivot 5 43210123 4 5
construction, and analysis of the results are p&sformed in X
this study. Fig. 1 Probability density functions of DEM and Gaulistributions
I1. DOUBLE EXPONENTIAL DISTRIBUTION ANALYSIS One can see from Figure 1 that the DEM has heaailsr
The probability density function of DEM is defined than the normal distribution. It is therefore evitdethat

increasing scale parameters leads to agradual atéege of

e probability density function.

f (x.77,0) =25 6 1)

I1l. SIMULATION OF DATA WITH DOUBLE EXPONENTIAL
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and the equation for the probability density fuowti The
distribution function for DEM is:

X-n
%e 9 .xsn
F(x) = ‘o ©))

1-=e ¢ x>
5 n

Now, we can findX from the equation foF (X) :

The correlation of the experimental and theoretreslults
confirms the accuracy of our approach.

IV. ANALYSIS OFDEM DATA AND CONSTRUCTION OF
CONFIDENCEINTERVALS

A. Evaluation of Pivots

After we have generated the data with DEM, constter
time series obtained from our data using the failhgw
equations:

OInF +n,F<1/2 X - 1 ~
= 4 _ 7 - = o
{—9In(2(1—F))+/7,F >1/2 @ Wi o % -7 » V= ngZ‘X' X ©®)
A nZ !
In this experiment,)z is the median value. In the case of
even data, the array length is defined as:
X :%(Array[NIZ] + Array[N /2 +1]) (6)
x1
0 ¢ 2
rhA AF® | X The distribution of W is shown in Figure 4.
|
rfl | | 0,0081
e : -
Rand [0;1] | ! 0,006
; ¢ g
| S
il | = 0,004+
‘90 0 ' - = |
x1 X
Fig. 2 DEM generation scheme 0,002
For each random number, we simply calculate thalxes 0.000+
using the above equation. This scheme generatishagn in . . . : . .
Figure 2. We can use this scheme in cases when the -3 -2 -1 0 1 2 3
probability density function is defined analytigalhnd it is X
simple to derive the equation for variable x. Nélg random A
numbers in the interval can be easily generatedchixk this 0.0084
DEM generating algorithm, the theoretical and ekpental ’
results for DEM with n=15 andd=3, which should
generate the theoretical PDF as shown in (1), anepared. 0,006
For experiment 1, we’ll use the method describeal/ab (o
0,20 ! - Experimental ‘g 0,004+
» Theoretical
0,15] i
0 0,002
= 0,10 .f
al g 0,000
059 a 2 <1 @ 1 32
0 X
0,004 B
20 10 0 10 20 30 40 50 Fig. 4 W-distribution: A@) =156 =3), B(/7 = 6,6 =1)
X
Fig. 3 Theoretical and experimental probability signfunctions for After comparing Figure 4A and Figure 4B, we candode
n=156=3 that the W-distribution is independent of the DENtgmeters
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(/7,9). The percentiles of W-distribution are obtaineshirthe

simulated data.
The V-distribution is shown in Figure 5.

0,010
0,0081
0,006

V1(X)

0,004
0,002
0,000

0,008

0,006+

V2(X)

0,004

0,002

0,000+

Fig. 5 V-distribution: A7 =158 =3), B(7 =6, =1)

It is apparent from Figure 5 that the V-distributidoe snot
depend on DEM paramete(@,é’), either.

B. Confidence Intervals for DEM Distribution

Confidence intervalconstruction is an importantt prthe
statistical inference thatrefers to obtaining steets such as
P(a(Xl...Xn) <@< b(Xl...Xn)) =y, wherey is typically
chosen to be 0.9, 0.95, or 0.99. In other wordsuge the ClI
for the estimation of an unknown general paramatarg only
a sample of the data with the confidence probabijit. The

principle of the Cl is shown in Figure 6.

Estimation True value

|
i
[T

lg
-t

Confidence interval

Fig. 6 Confidence interval and true value of annown parameter

One of the most useful methods for constructingsChe
method of pivotal quantities. A pivot is a functioof
(3,X,,X,..X,,), whose distribution does not depend on the
parameted . In the case of DEM distribution, the parameters
are nandéd. As long as the distributions of W and V do not

depend on corresponding parameters, W-distribugiod V-
distribution should be used as pivots for estinmataf the
population mean and variance.Unlike DEM distribnfio
Normal distribution (N) is well studied and the @lforithm
construction for the latter distribution is simplhe pivots for

N are the t-distribution for the mean a;\(f -distribution for
the variance, which are a consequence of the prepesf N

[5].

The CI for the population mean is defined as:

F{i—t \/S_</7<x+t \/_] @

wherex is sample mean,Sis sample variance, and
t,(n-1y) is the value from the t-distribution table

corresponding to the confidence probability)(and number

of degrees of freedonm().
The CI for the population variance is defined as:

_ 2

P((n 1) <9<%J:y, (8)
)(2 X1

where xZ,x% are the values from they?-distribution

table, which correspond to the number of degredseefiom (
n) and probabllmesT b 4 [5].

To construct the CI for DEM distribution, the piabt
distributions W and V, which are obtained from gieen data
sample using equations (5), should be used. ThéiCihe
population mean is defined as:

Plas— 2T <pl=y 9)

In order to construct Cl with the corresponding petides
of pivot distribution W, the following equation sHdube

used:
A

F(X)

Xl—_,v X X1+;V
2 o
Fig. 7 Percentiles for the ClI cepending toy probability
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Finally, we obtain the equation far estimation:

i|xi -X]

i—xﬂ':l—,i—x
2

Z|X‘ - >Z|
it - (10)

y
n 2

Similar to the aforementioned described procedweecan
construct the CI for the population variance udimg pivotal
distribution V:

S -%] 2%
i=1 i=1

X (11)

X1y Ly
2 2
C. Asymptotic Confidence Intervals for DEM Distribution
Based on )(Z-Distribution

In this section, we will construct the asymptoticfer the
DEM distributed data. Consider the following eqoas:

2%, 1]
T = ! 12
i ) (12)
and
7]

Xi =221 40 (13)
The absolute value of Jacobian of transformation is

d g g

— | =T . +n | =— 14

o, ( i /7)‘ > (14)

Using the existing distribution of independent \wal with

Sexp—) (16)

This equation is a density function qu-distribution with

2 degrees of freedom. We can use the property ofnga
distribution [5] regarding the sum of independeiatmgna-

variables. Considering that thg?-distribution is a partial
case of gamma distribution, the same property c¢sirate for
this distribution.

2X; =1

Therefore,Z— follows the y?-distribution, and
i

i

g
this distribution can be used as a pivot for thestauction of
the asymptotical CI.

V.SIMULATION AND DISCUSSION

A. Examining the pivotal quantities

In order to prove the reliability of the describedhniques
for the construction of CI, it is important to cafer an
example with a simulated data sample size of 10810®Ge
obtained experimental distribution from our datanpke is
shown in Figure 3. The 2.5 and 97.5 percentileshtfined
pivotal equations (5) for simulated data wigh=15 68 =3 are:

W, g, = = 1521 W75, = 0729

The corresponding percentiles of the t-distributigith 9
degrees of freedom are:

togy = —2.2622t 475, = 2.2622

From these data, we can see that the 2.5 perceftii is
greater than the corresponding percentile of titision and
the 97.5 percentile of W is smaller than the 9%&Eentile of

PDF f(X) and the relationship with dependent variablédistribution. The considered percentiles for ‘$tdbution

Y =g(X), we can obtain the equation for the PDF
dependent variabl¥ [5]:

fy(y) = fx (9_1()'))‘%9_1()')‘ (15)

For our casgy is defined in (13). Thus, we obtain:

Is
—+
6 2

_‘ t_+,7_,7
1 2I
ft,))=—ex
) 20
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Now, we can construct the CI for the population mead
variance based on W, V, and also on the t eyfl?j-

distributions.
Consider the following small sample of simulaticatad

10.5889, 11.7205, 4.7902, 11.8991, 10.4191, 15,2304
10.1076, 16.5358, 21.9029, 11.1247

The median, mean, and standard deviation of thelsaane

12.669, 12.4319, and 4.3315, respectively. The @5%6r the
population mean and variance based on both obtaiveds
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and also on standard t ar))(i2 -squared, which are used for In this example, we usethe percentiles of gfedistribution

normal distribution, can be evaluated. For the sited data, with 20 degrees of freedom. It is therefore appatieat both
we obtain the following data using equations (7-11) asymptotic confidence interval and the one based on
bootstrappingprimarily agree and capture the talaesof the
10.2126sp < 17.794, 1.211% 6 < 3.2399 population variance.

based on W and V. The CI, if we treat the datacasally- VI CONCLUSION

distributed, are: In this paper, we have investigated the propentieshe
DEM. The pivot equations for this distribution wegbtained
based on the simulated data. We have analyzeethaiues
for the construction of the Clfor both DEM and natm
) o . distributions. Our study reveals that the triviaslage of the
based on t angy”-squared distributions. In last equation Weyjyots of normal distribution is incorrect if apgti to DEM

distributed data. Also, we have demonstrated that f
population variance estimation,th,efz-distribution with 20

degrees of freedom, which is a very important te$ot
i ) practical applications, can be used.These apprsathe be
equal, but foré we obtain narrower intervals for W and Vgeq as a theoretical basis for the analysis otrmental

distributions. Unlike t anol)(2 -squared distributions, W and data.

9.3292< ) £ 15.5347, 2.1095 6 < 5.5989

2
have used the fact thét= 1’% after applying (8).

We can see that, in our case, the intervalsrfare almost

V distributions are more precise for the DEM datxduse

they are constructed directly from the simulatetda.
. , . (1
B. Construction of Confidence Intervals for the Population

Variance from the Smulated Data [2
To demonstratethat the use of pivotal equationséomal 3
distribution is incorrect for DEM cases, one sheolustruct
1000 CI for each 10 values ofsimulated data. Ia shidy, we
use the equations (7) and (8) to construct the Adfter
applying these estimators, we obtained 843 poimsich
captures the actualmean valugraf 15, thus, in our case, the [

[4]
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true coverage level is 84.3%. For the variance Wwwined

261 points, which captures the true value of vagarf = 262
that corresponds to 26.1% of the true confidencelle

Now, let's examine the result obtained in 5.3. Wan c
calculate the CI for the population variance based y?-
squared distribution with 20 degrees of freedomlfdrpoints

N . s [Xi -1

from our simulation sample. Using the p'\@ET we
i
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have:

2Z|xi -A|

Pl X% 0025 <— < X% o075 |= 095

Hence, the asymptotic confidence interval ¢bis:

2) | %, =1 2)|%; =1
i i -
X Z:n 0975 X 221 025

_ [ 673899 67.3899

> ,
X n 0975 X'n 0025

<0<

} =(1.97227.0265
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