
 

 

  
Abstract—Machine-understandable data when strongly 

interlinked constitutes the basis for the SemanticWeb. Annotating 
web documents is one of the major techniques for creating metadata 
on the Web. Annotating websites defines the containing data in a 
form which is suitable for interpretation by machines. In this paper, 
we present a new approach to annotate websites and documents by 
promoting the abstraction level of the annotation process to a 
conceptual level. By this means, we hope to solve some of the 
problems of the current annotation solutions. 
 

Keywords—Knowledge base, ontology, semantic annotation, 
semantic web. 

I. INTRODUCTION 
EMANTIC annotation is the process of inserting tags in a 
document to assign semantics to text fragments allowing 

creating the documents processable not only by humans but 
also automated agents [8]. The acquisition of masses of 
metadata for the web content would allow various Semantic 
Web applications to emerge and gain wide acceptance. At 
present there are various Information Extraction (IE) 
technologies available that allow recognition of named entities 
within the text, and even the relations, events, and scenarios in 
which they take part. Thus, metadata could be assigned to the 
document, presenting part of its information content, suitable 
for further processing. Such metadata can range from formal 
reference to the author of the document, to annotations of all 
the companies and amounts of money referred in the text [13]. 

The approach for automatic (versus manual) extraction of 
metadata is promising scalable, cheap, author-independent and 
(potentially) user-specific enrichment of the web content. 
However, at present there is no technology available to 
provide automatic semantic annotation in conceptually clear, 
intuitive, scalable, and accurate enough fashion. All existing 
semantic annotation systems rely on human intervention at 
hole or some point in the annotation process, therefore, the 
annotation process is manual or semi-automatic. In this paper, 
we present a new approach to semantic enrichment (annotate) 
websites and documents by taking the annotation process to a 
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conceptual level and by integrating it into an existing 
knowledge base "WordNet". This approach is semi-automatic 
system. 

By researching about methods and existing semantic 
annotation platforms we observe that all of these methods are 
using the source of information which is named knowledge 
base to define the concepts and semantics of words in texts. 
The knowledge bases which are used in these tools are 
defective and unable to define the concepts of some words. 
So, the idea of using extended knowledge base with more 
knowledge and information in most domains came to exist and 
is able to be complete more and more. In our developed 
approach there is no need for manual information extraction. 
It is not based on learning human-created samples either. The 
idea of information extraction lies in the concept of 
knowledge base, including a complete set of words, the 
collections of grammars, data frames and various lists of 
entities. 

So, first of all, we discuss about the considered knowledge 
bases and then the function of our approach.    

This paper is structured as follows. Section II discuss about 
the existing knowledge bases in our approach. Sections III and 
IV define the architecture of knowledge bases and present the 
model of our semantic annotation system and define the 
different stages in the annotation process. Section V including 
evaluation and conclusions are drawn in section VI. 

II. THE ROLE OF KNOWLEDGE BASES IN OUR APPROACH 
In this approach, two different knowledge bases used as 

follow:  
− Primary knowledge base 
− Secondary knowledge base 

 

A. Primary Knowledge Base 
The Primary knowledge base is the most important and 

essential part of our knowledge base. In fact, this knowledge 
base contains information about the concept/instance which is 
supplied by well-informed users. The primary knowledge base 
contains the set of data bases which are related to specific 
domain such as medicine, chemistry, physics, geographic, etc.   
Each data base includes words which are extracted from 
previous web pages and documents together with their 
concepts. As a word can convey different concepts in different 
domains, it may exist in two or more data bases. For example, 
the word "water" in chemistry means binary compound 
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(H2O), but in physics is in the category of liquids. Therefore, 
we have to have a data base in each domain for these words.  

These data bases (the parts of the primary knowledge base) 
are going to become complete as the time passes, and in an 
ideal situation all words of a specific domain are identified 
and implemented in the database. Another solution is having 
one general data base for all domains instead of a data base for 
each domain, but in this data base we consider different fields 
for different domains. 

B. Secondary Knowledge Base 
As its name implies, the secondary knowledge base is used 

to help the primary knowledge base. The latter includes three 
components as follow: 

− basic knowledge source 
− data frame library 
− lexicons 

 
1.  Basic Knowledge Source 
Basic knowledge source (BKS) is the first part of the 

secondary knowledge base. Like the virtual world, BKS 
contains the identified words of all concepts and extracted 
words in web documents and source information, subset of the 
words of this knowledge base. Thus, BKS is a general 
knowledge base and it is not designed for specific areas.  
BKS contains semantic relations plus concepts and a set of 
instances data. These relations demonstrate the relations 
between concepts and existing words with in BKS.  
In general, BKS has some attributes as follow: 

− accessibility 
− generality 
− richness of relations between concepts 

 
WordNet Ontology [12] completely covers three above 

attributes. However, we can not use only this ontology in 
order to perform the extraction and induction of data in its 
data bases and extracted semantic schemas. Because it is 
defective for some words, and we reduce these defects with 
other parts such as data frame library and lexicons. For 
example, the WordNet Ontology can not identify the word 
"alen" as a person's name, or "222-2222" as a telephone 
number, or "qwerty@yahoo.com" as an e-mail address, etc. 
Since WordNet basically consists of information about 
concepts and their relations (e.g. hyperonyms etc.) YAGO1 
could be considered as additional BKS, since this ontology 
incorporates a lot of instanceOf(instance, concept) relations 
with broad coverage. 
 

2. Data Frame Library 
Basically in computer-based sciences, data has poor 

structure and for describing these data we have to use simple 
classifications such as "integer", "real", "string", etc. On the 
other hand, we can not identify concepts with these 
classifications. Therefore, we have to use a classification with 
better structure. This classification is presented as data frame 
library and contains the second part of our secondary 

 
1 http://www.mpi-inf.mpg.de/~suchanek/downloads/yago/ 

knowledge base. One of the ways to extract the concepts such 
as date, e-mail address, phone number, etc. is to use the 
regular expressions [11]. It is important to pay attention that 
these regular expressions are used to limit the concepts in 
ontology in addition to identify the concepts. In this paper, we 
name these regular expressions as data frame library such as 
the regexes in C# language for recognizing an e-mail address, 
telephone number, IP address, etc. 

Also, the data frame might have other application. For 
example if we have a string as follows in a text: "Address: 
Shiraz – Eram St. – No. 120" 

We have to consider a regular expression which can 
recognize "Shiraz-Eram St.-No.120" as an address. Thus, in 
this case we consider the "key/value" regular expression to 
recognize these concepts, as shown in Fig. 12. 
 

 
Fig. 1 The example of data frame for recognizing strings that contain 

key/value 
 

3. Lexicons 
The other part of our secondary knowledge base is lexicons. 

Lexicons used to enrich WordNet ontology as BKS. Different 
sources exists for integrating these lexicons such as World 
Wide Web (www) and the "Hyponyms" relation in WordNet 
ontology. According to this discussion we can have the 
complete list of the name of persons, animals, capitals, etc. 
However, the lexicon plays an important role for recognizing 
the instances of the specific concepts and limiting the domain. 
For example, the WordNet can not identify the concept of the 
word "alen", but this word exists in the list of the person's 
name in lexicons and then lexicons can detect this word as the 
name of person. 

III. ARCHITECTURE OF KNOWLEDGE BASES 
Fig. 2 shows our knowledge bases architecture briefly. As it 

is shown, this architecture contains all the knowledge bases 
which are described in previous sections and their relations. 
 

 
 Fig. 2 The architecture of knowledge bases 

 
In this architecture, the primary knowledge base recognizes 

the concept of extracted word in the inspected domain. If that 
word does not exit in the related data base (inspected domain), 
WordNet ontology as BKS recognizes the concepts. In cases 
where the WordNet Ontology is not able to identify some 

 
2 http://www.c-sharpcorner.com 

World Academy of Science, Engineering and Technology
International Journal of Computer and Information Engineering

 Vol:2, No:9, 2008 

2984International Scholarly and Scientific Research & Innovation 2(9) 2008 ISNI:0000000091950263

O
pe

n 
Sc

ie
nc

e 
In

de
x,

 C
om

pu
te

r 
an

d 
In

fo
rm

at
io

n 
E

ng
in

ee
ri

ng
 V

ol
:2

, N
o:

9,
 2

00
8 

pu
bl

ic
at

io
ns

.w
as

et
.o

rg
/8

79
1.

pd
f



 

 

concepts, data frame library and lexicons will help the 
WordNet ontology to recognize the unknown concepts.  

As shown in the Fig. 2, all components of the secondary 
knowledge base are available to the competent user. The user 
familiar with the domain removes the probable inconsistency 
among concept titles in basic knowledge base, lexicon, and 
data frame library. The user is also there to identify the word 
concept if there is no help from any knowledge base 
component.(If the different parts of the secondary knowledge 
base have the different outputs for one word, the user can 
eliminate the inconsistency of these concepts and select the 
main concept of the current word.) Finally, once the concept is 
identified by one of the system components or user, it is 
inserted in the domain database of the main database, and the 
main knowledge base would be updated then. 

For example, if the expression "127.0.0.1" is extracted as 
one word and the primary knowledge base could not identify a 
concept, WordNet as BKS will help the primary knowledge 
base and will search this word in its data base, but WordNet is 
not able to identify the concept. Thus, through detecting the 
word, the data frame library will recognize that this word is an 
IP address. Besides, it identifies the concept, and will be 
inserted into primary knowledge base. From now on, if there 
is an expression such as "127.0.0.1", the primary knowledge 
base will identify it as an IP address. It shows that the primary 
knowledge base is getting more complete.  

The worst case occurs when no knowledge bases can 
recognize the word's concept. For example, if "aajbc" is the 
abbreviation of a company's name, in this special case the user 
who knows the domain will help the knowledge base and 
inserts its concept.  
 
Let us review some advantages of our suggested approach: 

1. Employing a highly appropriate knowledge base of 
concepts related to instances and entities existing in 
the text. 

2. Allowing user to remove the possible inconsistencies 
among knowledge base components. 

3. Allowing user to decide on the appropriateness of the 
concept selected for the relevant instance. 

4. Working on automatic procedure as much as 
possible. 

IV. THE ANNOTATION METHOD IN OUR APPROACH 
After preparing the needed knowledge base, based on the 

methods outlined in previous sections, we can discuss on 
extracting the word and the concepts and also semantic 
annotation. 

First, it is necessary to describe a general view on the 
architecture of our approach and then inspect the details of 
this project. Fig. 3 shows a general view of the architecture of 
our approach. 

As Fig. 3 shows, this process contains 3 separate phases: 

1. Determining the text's domain 
2. Extracting the words and their concepts 
3. Semantic annotation and inserting tag process 

 

 
Fig. 3 Architecture of our approach 

 
1. Determining the Text's Domain 
As we have seen in Fig. 3, since the input file of the system 

is a text, we have to request the subject and the text's domain 
from the user who knows the domain. 

This process can be done as an offer. In other words, the 
various domains are suggested to the user and then he will 
select one of them or may insert the domain manually. 

 
2. Extracting the Words and their Concepts 
In this phase, we need to extract words which are concepts 

or instances of a concept, and also explain a special meaning 
such as: email address, or name of person, etc. 
Thus, by using a pattern which determines the words and a 
loop, we extract the words of the text one by one to the end of 
the text. So, after analyzing the text to words, we have to send 
the word one by one to knowledge base for determining their 
concepts. 

At first, we send the word to the primary knowledge base 
and the primary knowledge base by identifying the determined 
text's domain will search the word in the data base which 
contains the words related to the domain. If the word exists in 
the inspected data base, the concept will be returned; 
otherwise, the secondary knowledge base will help the 
primary knowledge base and determine its concept. The first 
choice for determining current word is the WordNet as BKS. 
In this part, we have to inspect the word as a noun, verb, 
adjective or adverb. If the word is a noun the concepts will be 
extracted. So, we can get count of senses which are related to 
current word in WordNet. Just three modes may occur: 

1. No sense exists for being noun. 
2. Existing sense(s) for being noun and also other 

types(verb, adjective, adverb) 
3. Existing sense(s) just for noun and no sense for 

other types. 
 

For the first mode, we do not have to inspect the current 
word and then extract the concepts for this word, because the 
current word is not a noun at all. For the second mode, we 
have to compare the count of sense(s) related to the noun with 
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the other sense(s) which are related to the each type such as 
verb, adjective or adverb. If the counts of the sense(s) which 
are related to the noun are more than the other types, it is 
obvious that this word can be a noun. Otherwise, we do not 
have to inspect the current word and then extract the concepts 
for this word. For the third mode, it is obvious that the current 
word is certainly a noun and we have to extract its concepts. 
After we recognized that the word is a noun, we search the 
concepts in WordNet. A list of the extracted concepts is 
shown to the user and the user will choose the related concept 
of the word from the list, or if the user's concept is not in the 
list, he has to insert it manually.  

After the user submits this process that word will be 
inserted with its concept into the data base which is related to 
the text's domain, and as a result the primary knowledge base 
is updated and completed more and more.  

The above cases happen when WordNet can identify the 
concept of the word, otherwise, data frame library or lexicons 
will help the WordNet. 

If the word is the same as the one of the existing patterns 
(regular expressions) in data frame library, the concept is 
determined. For example, it specifies that this word is an email 
address, or a phone number, or IP address, etc. Otherwise we 
have to search in different lists of lexicons and if the same 
case is found the concept will be determined. For example, it 
specifies that this word shows a person's name. If all of these 
knowledge bases could not find the concept(s) of this word, 
the user who knows the text's domain has to insert the concept 
manually. After determining the concept of the current word, 
we have to go to the next word and we continue this process 
to the end of the text. To prevent doing this process twice for 
the words which are repeated more than once, we recognize 
these repeated words, and the process of extracting the 
concept for these words just operates once. 

 
3. Semantic Annotation and Inserting Tag Process 
In this last phase, the extracted words in the text with their 

concept are accessible. Thus, by identifying the location of the 
words in the text, we insert and add tags which contain the 
concept of the words into the text. For example if the word 
"water" is appeared in the text and its domain is chemical, this 
tag "Binary_Compound" will be added to the text as follows: 
 
<Binary_Compound> water </Binary_Compound> 
 

At the end of this phase, the first text that is considered as 
an input file is annotated with semantic tags. The performed 
tagging is only for presentation, and RDF format would be 
considered at the moment. 

V. EVALUATIONS 
In this section we deal with the performance and 

achievement of our system. To do so, the evaluation process is 
carried out in two phases. First, the system output was 
compared with manual output of a human annotator. It was 
thought that manual annotation is done under an ideal, highly 
accurate condition. Such evaluation, however, would be time-

consuming and awkward especially when it involves a great 
number of documents and web-pages. As such, relying on 
software even with a margin of error would be reasonable. In 
the second phase of evaluation, the system output was 
compared with one of the existing annotation tools, called 
Ontea. We selected this tool since it was noticeably 
compatible with our system. Ontea employs regular 
expressions and patterns as well as knowledge base to perform 
annotation process. In this evaluation, 50 html web-pages on 
business job offer were delivered to both systems and both 
systems' outputs were compared. To cope with the task, 
following standard parameters were taken into account [15]-
[9]: 

FNTP
TPcall
+

=Re                                  (1) 

FPTP
TPecision
+

=Pr                                (2) 

TP is the number of items correctly assigned to a category 
(True Positives). 
FP is the number of items incorrectly assigned to a category 
(False Positives). 
FN is the number of items incorrectly rejected from a category 
(False Negatives). 
 

We also calculated F-measure, the harmonic mean of recall 
and precision: 

precisioncall
ecisioncallmeasureF

+
××

=−
Re

PrRe2

             (3) 
 

After achieving the outputs, the relevant parameters were 
calculated. The results are shown in Table I: 
 

TABLE I 
COMPARISON OF OUR SYSTEM WITH ONTEA 

 
 
As shown in the Table I, the measure of recall indicates that 

only %10 of the required correct annotation is not performed 
by this system. In other words, in %90 of cases our system has 
managed to map the instances existing in the text to the 
appropriate concepts of the ontology, and the result is 
statistically satisfying. Needless to say, the amount of recall is 
likely to reach %100 if the structure of pages are improved.                      

The measure of precision parameter indicates that %25 of 
annotation performed by the system is incorrect, or an 
instance is mapped to a wrong concept. The high rate of this 
figure, i.e. %25 is due to the polysemy of words in different 
pages. Even sometimes one word may have two totally 
different concepts in two different documents with one similar 
domain. In such special case, our system inputs the concept in 
the second document as it was done in the former one. It 
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would be wrong, however, a user familiar with the domain is 
able to resolve the trouble. The F-measure also shows the 
general status of the system. In sum, the results of 
performance of our system imply its efficiency. 

The main reason of our system's better performance is our 
more comprehensive knowledge base. As Ontea works only 
with patterns, it is more useful in pages which follow explicit, 
pre-defined structures. For example, if the name of a company 
that offers a job is as follows, Ontea would be able to identify 
it:  

Company: Logitech                                                                       
Therefore, it would be an appropriate tool to identify such 

pages. But, on pages which lack a clear-cut structure, Ontea 
fails to identify the existing entities of the text. The 
knowledge base of our system is a database including a quite 
complete lexicon as well as a comprehensive grammar and 
regular expressions, and also lists of various entities. It is not 
only a much better knowledge base that can identify the 
entities on explicit structures, but also it is able to identify the 
entities on unstructured pages. Table II, extracted from [3] 
indicates the superiority of our system to other mentioned 
ones. 
 

TABLE II  
EXPERIMENTAL RESULTS FROM [3] 

 
 

In general, our system performs successfully on pages 
which make use of numerous words and concepts. When the 
pages include a great number of figures, however, our system 
loses its efficiency. This problem arises because of our basic 
knowledge base, i.e. WordNet. The drawback could be 
overcome by structuring such pages using regular expressions. 

VI. CONCLUSION 
The Semantic Web requires the widespread availability of 

document annotations in order to be realized. Benefits of 
adding meaning to the Web include: query processing using 
concept-searching rather than keyword-searching [1]; custom 
web page generation for the visually-impaired [16]; using 
information in different contexts, depending on the needs and 
viewpoint of 48 the user [5]; and question-answering [10]. 

In this system, concepts are extracted based on a quite 
comprehensive knowledge base. This knowledge base 
includes a Basic Knowledge Base including a quite complete 
set of words, the sets of grammars and data frames, and 
various lists of different entities' names. The performed 

procedure in our system has been done under the control of a 
user familiar with the text domain, and therefore annotation 
process is performed semi-automatically. The superiority of 
our system to other similar ones is illustrated through a 
comparative study. Our future endeavor is enhancing the used 
algorithm, enriching the primary and secondary knowledge 
base, and also increasing the system's capability in identifying 
numerical concepts in unstructured web-pages. Other future 
work would be further evaluation on our suggested method 
considering other aspects. We hope to evaluate the system on 
higher number of pages, numerous domains, and pages with 
various contents including words, numbers, and figures. 
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