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Abstract—Rapid advancement in computing technology brings
computers and humans to be seamlesdy integrated in future. The
emergence of smartphone has driven computing era towards
ubiquitous and pervasive computing. Recognizing human activity has
garnered a lot of interest and has raised significant researches
concerns in identifying contextual information useful to human
activity recognition. Not only unobtrusive to users in daily life,
smartphone has embedded built-in sensors that capable to sense
contextual information of its users supported with wide range
capability of network connections. In this paper, we will discuss the
classification algorithms used in smartphone-based human activity.
Existing technologies pertaining to smartphone-based researches in
human activity recognition will be highlighted and discussed. Our
paper will also present our findings and opinions to formulate
improvement ideas in current researches trends. Understanding
research trends will enable researchers to have clearer research
direction and common vision on latest smartphone-based human
activity recognition area.
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I. INTRODUCTION

OWADAY S, computers and humans have converged into
one inseparable entity in daily life. Computers existence
has become ubiquitous in human's daily life. This factua
reasoning has led into emerging computing perspective so
called pervasive computing where computing process is
already existing everywhere and every time in everyday
objects. One of the central elements of pervasive computing is
the ability to recognize and understand its users dynamically.
That ability can be provided by obtaining the current and
updated information about the user. The recent information
about users is basically the information about context of users.
Context of users can be any information and status in regards
to users' status, user’slocation, user’s environment, and so on.
Context-aware computing is then introduced to address the
challenges to recognize and to understand them more
especialy under dynamic changes from users.
There are growing interests on recognizing context
generated from human notably known as human activity
recognition.
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Recognizing human activity covers severa lower-level
bodily actions happening in coarse-grained perspectives
ranging from falls detection, gait and posture-derived
information, metabolic energy expenditure, up to monitoring
physical activity. A research in physical activity recognition is
basically aresearch aimed at an ability to identify a series any
bodily movement of an object. In regard to human activity
recognition, it is aimed to identify physical activity performed
by human as an object of research.

By involving smartphones, researchers aim towards
successful human activity recognition with users being
comfortable in mind. With their advantageous characteristics
compared to wearable sensors, human activity recognition of
particular users is expected to be performed unobtrusively
when observing people behaviors and their surrounding
environments. Additionally, being different from wearable
sensor-based systems which require separated processing unit,
by using smartphone it is expected to have context processing
integrated into one device where data has been collected. This
will promise faster and more reliable decision result as it no
longer requires specific communication medium between
processing unit and sensor. Response with particular services
once recognition is successful aso now being possible as
smartphone has wide range of connectivity options. With those
several possihilities, eventually, smartphone-based system will
enable human activity recognition being portable even during
intense users' mobility activities or movements.

I1.RELATED WORKS

A. Human Activity Recognition

One of the contexts that researchers want to recognize is
users activity. Activity recognition (AR) is a more specific
field in context-aware computing where researchers aim to
recognize any actions from users. Typica activities to detect
vary from mechanical process like activities of daily livings
(ADL) until socio-spatial processes like meetings. The
advances in activity recognition will enable computer systems
to bring better services and user experiences towards their
users such asin healthcare services and living services.

Activity recognition basically concerns about the users
and/or their surrounding environment. In socio-spatial process
like meetings, an activity recognition system must be able to
address both users and their environment. In afacet of activity
recognition, Human Activity Recognition (HAR) solely
focuses on humans as usersin its concern. In practical, activity
recognition can be conducted aiming to detect single user
activity recognition from recognizing ADL of a person up until
multi-user activity recognition like in surveillance and
monitoring situation.
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Human Activity Recognition researches mostly observ As for smartphones, they have been popularly imm@ated

human actions to obtain understanding on typesctifites
that humans perform within a time interval. Humacti¥ity
Recognition dominantly observes a series of physicdons
that construct one physical activity. Physical \atti is the
essential human activity that mainly garners ai@nfrom
many researchers to recognize. It is defined i @l any
bodily movement produced by skeletal muscles thatilt in
energy expenditure beyond resting expenditure.visgtitself
is a sequence of actions while recognition is aititykto
identify of something from previous knowledge onsiag or
achievement. Due to the rapid advancement of mgtfitene
technology, there exists a new category for molif®ne
categorized as smartphone. Smartphone is a moreneeld
mobile phone that is capable to perform computingcess
just like a personal computer, but with smallerotgses
capability. Smartphone is equipped with embeddetitt-iou
sensors that enable it to sense the smart pong’ gsetext to
deliver more personalized user experience. The ganee of

as tools for encouraging and monitoring physicaiviag and
healthy lifestyles such as activity daily livingadadiets, for
assistive and supporting patient undergoing health
rehabilitation and treatment, and for many othemlthe
problems. For example, text messaging services een
used in college smoking cessation [32], and to idev
diabetes education [35].

B. Applications of Human Activity Recognition

Increasing interest from researchers in human igctiv
recognition field has various underpinnings. Theme several
possible applications that can be developed witimam
activity recognition enhancing the service sigmifity.
Application examples can vary from application imast
homes, on-demand information systems, surveillanoe
monitoring systems, interactive interfaces for nmlsiervices
and games, up to healthcare application for bagthatient and
outpatient treatment.

Human activity recognition is mainly targeted todsr

smartphone excites many researchers to open arcksegevelopment of intelligent healthcare system. Heploblem

possibility to have smartphone involved into unabive

activity recognition research especially pertainiodhuman as
the object of research. Comparing wearable seresgebHAR
systems with smartphone-based HAR systems, smagphas
several unique advantages to prominently appeautsng-

edge device for activity recognition in daily lifSmartphones
have several built-in sensors embedded into oregiiated
device. Smartphones are also able to provide waahge of
connectivity option in one integrated device. Ferthore,

smartphones also possess computing capabilityouagth they
are not as powerful as dedicated processing uniisas in
wearable-sensor systems. Ultimately, smartphonge baen
very personalized devices in human’s daily life 8wt

implementation using smartphone will edge wearaglesor-
based systems in the most critical issue: inteyaatiith users.
Wearable sensor-based systems have been reportrdate
discomfort to their users as being odd devicestermbedded
to humans. In contrast, smartphone will be unobtels

acting as the device as it has been very commorusual to
wear and bring smartphone in our daily life. HARings

is ultimately the critical issue that motivates eaxhes to
conduct researches in human activity recognitioese@rches
for healthcare having the most significant attemtics

presented as in [1], [2], [3], and [4]. W. H. Wuad. in their

paper [1] propose MEDIC: a patient monitoring anedial

diagnosis system architecture by using physioldgmady-

worn and wireless contextual sensors network. Xhd_et al.

in their paper [2] measure daily energy expendiiarelaily

activities and sport activities as a base on physictivity

classification. Bartalesi et al. [3] interestinglge kinesthetic
wearable sensor for stroke patients to detect thger limb

gesture where this works followed up in Tognettake{4] that

also interestingly use garment-based sensors [igerulimb

kinesthetic garment (ULKG) and sensing gloves.

Besides healthcare application, human activity gaimn
is also made use in smart homes application. Shrartes
enable intelligent control by residential occupatatsvarious
automations in residences. Smart homes are equipjithd
various sensors to capture contexts in their sadimgs and
with intelligence to process the contexts so thaytcan
respond flexibly according to the contexts. Humartiviy

smartphone has been mainly approached by usingomotirecognition in smart homes mainly employs contexts’

sensor like accelerometer such as in Table [32][B&kides
sensory motion, HAR has also been studied so stiagly

through multimedia sensor like image-based sensoj28]

which recognizes human activity through image taggand
also in [34] using audio-based sensor like microghbased
on noise in trousers. The most common physicaliactieing

active interest among researchers is Activity ofl\Dhivings

(ADL). Activity of Daily Living (ADL) is a way to aescribe
the functional status of a person. Monitoring armbesving
ADL of a person through his physical activity repdpn is

essential in healthcare application. AbnormalityADL may

indicate serious health problem. In other casaeptstin post-
operative surgery require supervision to ensurelevpoocess
of a surgery is carried out well.
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identification and recognition from multimodal faets using
multiple types of sensors. Tae-Seong Kim in [5] suse
multimodal features that later being fused togetHer obtains
contexts from video sensor-based HAR system up dtiom
sensor-based HAR system. One interesting fact fiom
project named Smart homes: Personal Life Log i¢ te
realized the potential of smartphone in human #gtiv
recognition in smart home perspectives. Therefoeealso has
experienced using smartphone in his smart homegiroJ his

is interesting because smartphone is implementedniart
home application most dominantly as merely the temo
controller. Liang-Wang et al. present their work[@} which
focus more in low-level activity features like huma
environment interaction in multimodal contexts gsmultiple
wearable sensors.
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More specifically, a group of researchers in [4us more
on data fusion techniques for many types of serdepsoyed.
However, there are still researches conducted fats on

Considering the weakness of accelerometer in rezingn
activities little movement, Sung-lhk Yang and SiBag Cho
in [23] also combine accelerometer with physiolagisensor

solely vision-based approaches using video/imageda worn in human arms to obtain human physiologicghais
system. In [8], researchers use both real-timeovifileding such as galvanic skin response, skin temperat@at fux,
and stored video files as input to reveal contéxthiuman energy expenditure, and metabolic equivalents. HARIso

recognition. Researchers in Stanford [9] proposédan that
multi-view from multiple cameras fusion for wholerea
observation has yielded reasonable performancehdionan
activity recognition in their smart studio labonatoYi-Ting
Chiang et al. formulate
encapsulating multiple sensory inputs into a fraowwas in
[10] for activity recognition in a smart home.

In surveillance and visual monitoring technologyere is
also strong demand to equip surveillance infrasinec
becoming more intelligent. Common implementation
surveillance and monitoring technology is still wemg
human as controlling subject which is very costyachieve
consistent monitoring thus still prone and vulnézaiowards
negligence of duty. Human activity recognition isirdng
momentum pertaining to this demand. Mostly, to rcdke
demand, vision-based approaches in video and imagased
as in [11], [12], and [13]. Another exciting apg@t®on using
human activity context-aware ideas is interactiagerifaces
aimed to multimedia visualization guidance, entarteents,
games, and even advertisements. Researchers iafti4[L5]
have aimed to develop a tour guidance benefittirgmf

researched using vision-based sensor especiallyvidao
camera either by emulating condition for surveit@nand
neighborhood monitoring like in [11], [12], and [13by
constructing 3D modeling from several motion imatiles in

coarse-grained  descriptiof24], or by studying motion context such as termistch in

[25]. Ultimately, Teixeira et al. in [26] study HARvith a
fusion of multimodal features using multiple selysarputs
from obtaining visual input with camera nodes umntibtion
input by placing accelerometer, gyroscope, and et@gneter

obn arms of research’s subjects.

D.Human Activity Recognition Frameworks

In this paper, we introduce several existing huraetivity
recognition frameworks using smartphone. Humarviagttan
be inferred using smartphone through its multipsers
embedded inside. Before having the ability to sepsi
Emiliano Miluzzo et al. [27] argues that the phatself must
have its current sensing context. Phone sensinggxbhere is
a context of phone prior to performing sensing .takls
essential to detect phone sensing context becausani
determine limitation of sensing and as well as fitlelity in

context-aware ideas. The popular Nintendo Wii remotSuch a situation where such a sensor works bes¢ wtiers

controller and infamous Kinect for X-Box have clgar Not. Hence, the accuracy is better achieved withgeisof
highlighted how context-aware ideas have succegsfulcorrect sensor in each different situation. Fornepte, to

leveraged entertainment devices for better andrdote
interfaces enriching user experience. Additionaligth Wii
controller, a group of researchers [16] has bequaygsg gait
recognition. Researchers have proposed in [17]tatxantext-
aware advertisement inside public transportatispgeially in
taxi. Their opinion is that context-aware can emeaaccurate
advertisements delivered towards correct target
advertisements considering contextual informatiarchs as
gender, group of age, weather, and location-basec f
starting point, current location, up to passengeestination.

C.Wearable Sensors in Human Activity Recognition

Currently, mainstream researches
recognition involve many types of wearable senseupled
with separated processing units. They are mainippeders
like dedicated servers, to process collected data tensors
and perform sequential process like feature extnacénd
classification. However, due to emergence of srhartp,
there has been significant interest generated toleiment
smartphone in human activity recognition.

Human activity recognition can be approached tHnougD

multiple perspectives. In terms of sensory inputiimeHAR
has been mainly approached by using motion seriker |
accelerometer such as from [18] and [19] up ur@0]]
Besides accelerometer-only input sensor, acceldassme
recently also combined altogether both with gyrpgcsuch as
in [21] and also with wearable camera as in [22]irgsut
Sensors.
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achieve air-quality sensing, Emiliano Milluzo et siress out
the importance of determining phone sensing cortsxuch if
a phone is in owner's pocket or not. Such situatien
important because air-quality sensing will not esgnt real
situation well during it being inside pocket. Thisone sensing
capability is presented through a framework of horaetivity
&nd its sensor in Discovery Framework. In that &aork,
they obtain 23-dimensional feature vector from adia clip.
They use microphone in iPhone and Nokia N95 toquerf
research. Using FFT power computation over a tloldsi,
they argue that they can determine whether theeotuphone
position is inside pocket or not. Chuan Qin e{28] proposed

in human activignother way of using smartphone camera to introdonage

tagging framework called TagSense that senses Bralgeut
people, contexts, and their activity via image pssing.
TagSense basically tries to address issues to céxtra
information from images such as who are in theuypg&twhat
they are doing, and when and where the picture tafsn.
Another framework is introduced by Hache, G. e{28] that
addresses healthcare issue under patient rehabiita
rogram. The Wearable Mobility Monitoring Systems
(WMMS) framework is designed for patients’ mobility
monitoring in those who have physical disabilitysitg
Blackberry phone combined with external board, nditybi
monitoring at a patient is done via several sensarbedded
in both phone and external board that sense mutane
context and biomechanical context of a patientadidition,
Heng-Tze Cheng et al. [30] present idea of beyosithgu
single phone to sense contexts of users by comgivig
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multiple smartphone sensing capabilities into ooacarrent

Pedro Canotilho Ribeiro and Jose Instituto Santic$eY in

sensing group. Under the framework named as Oms&en[20] have proposed two large feature groups for Hifdin

they are able to group all nearby phones and tbesub-
sequentially extract the data from all smartphorsssisors.
The framework offers also inference capability osers’
contexts from those multiple smartphone througheatained
model.

Ill. FEATURE EXTRACTION

video. The first feature group is used for storitige
instantaneous position and velocity of the trackelject. The
second feature group is based on the instantanpixes
motion inside a certain region in a video. Thussdaaon our
survey, we have grouped all features used by relsees for
HAR using smartphone into four categories; magmithdsed,
frequency-based, correlation and others. Below lig t

Raw data from sensors and devices contain manyehiddexplanation of each category.

information and noise. Feature extraction could fine useful
hidden information from the raw data. Moreover,cauld
eliminate the noise in the raw data from data ctibe process
or sensors. Selecting suitable features will redheeamount
of time and memory required by classification psze
Therefore, it may improve the performance of
classification algorithm. Classification algorithmwith
minimum classification time and memory is very eial for
implementation of HAR using smartphones. We haveara
comparison among researchers’ work regarding tl¢urfe
extraction. Fig. 1 shows the number of featuresdubg
researchers to classify human activities. Moreoveahle 1
shows the feature group used based on the refexence
According to Fig. 1, researchers use different nemtf
features from 3 to 148 for classification proceBkere is a
thread of between number of features and clasidita
accuracy. Ville Kénénen et al. mentioned in [17htthigger
number
classification accuracy because it contains moshefvalues
about a particular class. However, it requires ligimputation

resources such as time and memory. On the othed, han
compurati

smaller number of features requires small
resources and provides lower classification acguibgcause it
contains a small number of values for a certaisscla

160
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80 -

60 -

Number of features

40

20 +

[11 3] (5] (6] f[8] (o1 [10] [11] [12] [13] [14] [15] [18]

Reference

Fig. 1 Number of features used in the references

TABLE |
FEATURE GROUP USED INREFERENCES
Feature Group | Reference
Magnitude [36-50]
Frequency [27], [34], [38], [40], [41], [43], [4+50]
Correlation [37], [38], [40], [49]
Other [51], [52]
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of features normally tends to provide higher
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1) Magnitude-based features. This category contains features
that are based on the magnitude values of sensors.
Features in this category are mainly based on &ve r
values from sensors. There are x-axis, y-axis,ig-@xes
means, axes standard deviation, axes minimum, axes
maximum, axes min minus max, axes max minus min,
kurtosis, average absolute difference, zero crgseite
and 75% percentile.

2) Frequency-based features. This category contains features
that are based on the frequency values of senktrst
commonly used feature is from Fast Fourier Tramsfor
(FFT). Other features in this category are freqyenc
domain entropy, maximum frequency, FFT energy, FFT
mean and FFT standard deviation.

3) Correlation features. Many researchers use correlations
between axes or between features as part of tetinries.

4) Other features. Some works proposed new features that

are not in the three previous categories. EladiotiMat
al. [5] proposed five novel metrics. A. M. Khanatt [8]

used autoregressive coefficient and signal magaiareéa
for their kernel discriminant analysis.

The usage of the features groups in researchersk vgo

shown in Fig. 2. Nearly 80% of works use magnitbdsed

features since the values are easier to be caculBased on
our survey, few researchers explore correlatiotheis feature

for classification.

100

80

60 -

40 - I

20

] H =

Other

% Used

Magnitude Frequency  Correlation

Features Group

Fig. 2 Percentage of features group used for HARsiication

Many works have explored the usage of other than
smartphone's sensors data for HAR classificatiorhe T
integration with smartphone’s sensors data coulsrave the
performance the algorithm. Daniele Riboni and Ciaud
Bettini implement their COSAR in [2] by integratigtology
of possible activities that can be done at a paeidocation.
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Moreover, their model takes activities’ historiestoi
consideration for prediction of current activitynéther work
by Nicola Bicocchi et al. [14] considered time faas of
sliding windows in their instance-based algorithiMereover,
they use majority voting on the classification dfdiag
windows. Other interesting data that has been exeanfor
HAR classification is heart rate [17]. The authges the heart
rate signal from the ECG electrodes attached taustess. T.
Scott Saponas et al. [19] used Nike+iPod Sport tKitget
additional data from classification. It consists @fsensor
placed in the shoe to track user’s running pace distnce
during a workout.

IV. CLASSIFICATION ALGORITHMS

One of the important components in HAR is clasatfin
algorithm used to classify different activities amxtions based
on the user inputs. The algorithm usually is exedwither on
a workstation or user's smartphone. The selectidn
classification algorithm is based on the capability the
processing platform to execute the algorithm. Meegpthe
evaluation method is used to measure the perforenahthe
classification algorithm. This section compares eéhr
components that include classification algorithegaluation
methods and processing platform. Table 1 summarizes
three components for recent works in HAR. Most aesgers
use supervised classification algorithms. The dgms are
trained with labeled samples to generate classificanodel.
Then the model will be used for classification oput data.
From the survey, the most popular algorithms areifien

Evaluating the classification algorithms used foARdis
very important since it shows which algorithm penfie better.
From our survey, the popular evaluation methodsrafeld
cross validation (commonly 10-fold), precision anecall
measures, F-measures and accuracy. Claudia Nickasl &
[14] used error rates from biometric matching, vahéce False
Non-match Rate (FNMR) and False Match Rate (FMR) to
evaluate their method. FNMR may be compared witkefa
positive and FMR with false negative.

V.DISCUSSION

There are a lot of rooms for improvement in theaaoé
HAR research. We suggest a list of actions to edkarchers
for the betterment of HAR research.

Explore towards phone-based processing platform: Current
technological advancement has increased the snoaeph
capability in term of speed and memory size. Itbéed many
oew applications in wide variety of domains. HAR
classification algorithms should exploit the cafigbi The
processing of the HAR algorithms can be done inrgghanes.
Thus, it could reduce the network traffic since shaartphones
will process the input data itself.

Sandardize the performance evaluation matrices:
Researchers wuse different methods to measures
performance of their methods and algorithms. Moeepthey
need to compare the performance with other existethods.
It is encouraged to use standardized evaluatiomiceatfor
easier and better comparison. The most popularadsthased
on our survey are 10-fold cross validation, precisiand

the

Trees, k-Nearest Neighbor, Naive Bayes, Supporttdvec recall, and F-measures.

Machine and Neural Network. Brent Longstaff et ial.[5]
introduce algorithms using semi-supervised and/adgiarning
methods. They investigated two semi-supervised niegr
methods which are self-learning and co-learningf-I8arning
use one classifier to classify unlabeled datahéf ¢confidence
level of the prediction by the classifier is highe data will be
labeled with the prediction. Another semi-supertissarning
method called co-learning that uses multiple cfessi to
classify unlabeled data. Since supervised classidin
algorithms need intensive computation to generataleis
from training data, thus most of the implementatiane being
done in servers. There are some implementations
smartphones [1], [15], [12], [6], [18], [21].

They use instance-based classification algoritlsmsh as k-
Nearest Neighbors, to classify human activity baeadthe
user's environment inputs. These kinds of algorghare
suitable to be implemented in smartphone becasseedd less
computation resources. On the other hand, somendsss
[13], [23] generate classification model by exeogtithe
algorithm at a workstation. Then bring the modetoin
smartphones for classification of input data.
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Fuse other available context-aware data for better HAR
classification: Based on this survey, most researchers use
accelerometer embedded in smartphones as inpuHAd®
classification methods. Currently smartphones ayeipped
with many other sensors [25] such as digital compas
gyroscope, GPS, microphone, and camera.HAR resezch
take an advantage of the smartphones’ sensorspive the
classification methods by fusing all available segsdata as
input.

Explore adaptive models for HAR classification: Current
researches focus to static classification systelne. dlassifier
lEarns using training data to generate a classificanodel.
The model then is used to classify activities penfloy users.
Adaptive classifiers should be explored to prodoetter HAR
system. The classifiers should learn continuouslgué the
users’ activities behavior. The output from thesslcation
system should become the feedback input for theptada
classifier. Thus the classifier will understand mabout the
user’s activities’ pattern.
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TABLE Il
COMPARISON OFCLASSIFICATION ALGORITHMS INHAR
Year Ref Classification Algorithms Evaluation Method Processing
Platform
2011 [39] Hidden Markov Models 4-fold cross validation and Phone
precision/recall measures
2011 [37] Multiclass Logistic Regression 4-fold cross validation and Server
precision/recall measures
2011 [40] Transfer learning Embedded Decision Tree 10 times 10-fold cross validation Server
2011 [51] Hidden Markov Chain Not applicable Server
2011 [38] Decision Tree, Naive Bayes, Random Fptesfistics Regression, RBF | 10-fold cross validation Server
Network, Support Vector Machine
2011 [53] Smoothed Single-layer Hidden Markov Madel F-measure Server
2011 [34] Decision Tree Not applicable Phone
2011 [36] Hidden Markov Model false non match rate (FNMR), false | Server
match rate (FMR)
2010 [43] Support Vector Machine F-measure, precision and recall Server
2010 [42] Decision Tree, Logistic Regression andtNéyer Neural Networks 10-fold cross validation Server
2010 [44] Recurrent Fuzzy Inference Systems Accuracy Server
2010 [45] k-Nearest Neighbour, Direct Density, Glascal Outlier Factor, Local Precision and recall Phone
Classification Factor
2010 [52] Artificial Neural Network Accuracy Server
2010 [41] Active Learning, Self-learning, and Casaing 10-fold cross validation Server and
phone
2010 [47] Decision Tree, Bayesian Network, Naivgd®a k-Nearest Neighbour, 10-fold cross-validation, mean and | Server
Support Vector Machine 95% confidence interval
2010 [46] Decision Tree, k-Nearest Neighbours &aduential Minimal Accuracy Server
Optimization
2010 [27] Gaussian Mixture Model (GMM) and Suppéector Machine Accuracy and Error Phone
2009 [54] K-Nearest Neighbour Accuracy Phone
2009 [55] Artificial Neural Network F-measure Server and
phone
2009 [49] Decision Trees, Naive Bayes, k-NearesgiNmur and the Support Vector Accuracy Server
Machine
2008 [48] k-Nearest Neighbour, Support Vector MaehiAdaptive Minimum- Accuracy Phone
distance
2008 [50] Naive Bayes Accuracy Server and
phone

Explore the privacy and security of sensitive context-aware

Researchers will benefit the comparison being dameng

data: Context-aware data that are transferred betweether researchers by improving the current workd an
exploring new suggested area.

smartphones and server contain sensitive usemiafiion. For

example the data related to the location, actviied health

of the users. Thus the data should be secured gldhe
transmission. Most researchers didn't aware theoitapce of
preserving the privacy and security of context-awalata
because there are too little considerations inrthesearch
works.

VI. CONCLUSION

This survey paper regarding the classification @dlgms
used in human activity recognition using smartph@negery
important for researchers to get clearer pictur¢hefcurrent
trends of research in the area of human activigpgaition.
Moreover, it helps researchers to know other wbeiag done
in the area.
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