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Abstract—Tandem mass spectrometry (MS/MS) is the engine
driving high-throughput protein identification. Protein mixtures pos-
sibly representing thousands of proteins from multiple species are
treated with proteolytic enzymes, cutting the proteins into smaller
peptides that are then analyzed generating MS/MS spectra. The
task of determining the identity of the peptide from its spectrum
is currently the weak point in the process. Current approaches to de
novo sequencing are able to compute candidate peptides efficiently.
The problem lies in the limitations of current scoring functions. In this
paper we introduce the concept of proteome signature. By examining
proteins and compiling proteome signatures (amino acid usage) it is
possible to characterize likely combinations of amino acids and better
distinguish between candidate peptides. Our results strongly support
the hypothesis that a scoring function that considers amino acid usage
patterns is better able to distinguish between candidate peptides. This
in turn leads to higher accuracy in peptide prediction.

Keywords—Tandem mass spectrometry, proteomics, scoring, pep-
tide, de novo, mutual information

I. INTRODUCTION

MS/MS is essential for high-throughput protein identifi-
cation. The samples from which the data are derived may
contain complex mixtures of numerous proteins. Moreover,
in samples taken from the environment, the proteins may
be extracted from multiple types of organisms. Mixtures are
most commonly analyzed by on-line liquid chromatography-
electrospray (ESI) MS/MS or off-line 2D gel electrophoresis
followed by MALDI (matrix assisted laser desorption/time
of flight) MS/MS. Regardless of how the mixtures are an-
alyzed, proteins are treated with proteolytic enzymes to cut
the proteins into smaller peptides of size that is manageable
by MS/MS analysis. Peptide analysis by MS/MS generates
product ion spectra [1]–[3]. The task of determining the
identity of the peptide from its spectrum is currently the weak
point in the process.

There are broadly three approaches to computer assisted
peptide identification that use MS/MS data: database methods
[4]–[7], de novo sequencing [8]–[13] and tagging [14], [15],
which is a combination of de novo sequencing and database
lookup. The database search methods are the workhorse for
peptide identification in industry. There are commercial sys-
tems based on database search algorithms such as MASCOT
and SEQUEST and are indicative of the maturity of this
approach. The experimental spectrum is treated as a finger-
print and is compared with theoretical spectra computed for
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peptides in the database. The proteomic sequence database
is largely generated from determination of a whole genome,
by high-throughput DNA sequencing followed by prediction
of potentially expressed proteins based on predicted genes.
A major weakness of all database approaches is that they
are unable to identify peptides that are not contained in the
database. This is a particularly important limitation in the case
of microbial peptides. It is well known that only 1%-10% of all
microbes found in the environment can be cultured [16]–[18].
Thus there are many bacteria that have not been previously
identified. Indeed, even among culturable organisms many
remain uncharacterized due to extreme diversity. Even in the
case where a microbial genome has been sequenced, it is quite
possible that the strain under investigation exhibits amino acid
mutations relative to the peptides in the database. Only de novo
sequencing offers the possibility of identifying novel peptides.

Since de novo sequencing does not depend on a database
of known peptides it offers the possibility of identifying novel
peptides. It also offers the possibility of studying a proteome
before the genome has been sequenced. The key problems
involved in de novo sequencing are those of identifying the
subset of peaks in the spectrum that specify an ion ladder and
then determining the sequence of amino acids that are most
consistent with the ion ladder. The b-ion ladder consists of
those peaks that correspond to the prefixes of the peptide.
In contrast, the y-ion ladder consists of those peaks that
correspond to the suffixes of the peptide. If an ion ladder is
complete then differences in adjacent peaks indicate the m/z
value of the amino acid that distinguishes those adjacent peaks.
It is this information that is used to determine the peptide
sequence.

The approaches that most de novo algorithms take to
evaluating candidate peptides mirror the two major approaches
used by databases search methods. One approach is cross-
correlation [5], [13], [19]. The cross-correlation function mea-
sures the coherence of the experimental spectrum with the
virtual spectrum of a peptide candidate. The other common
approach is based on probabilities. Probabilistic approaches
assign probabilities to observed fragment peaks and then
combine these for an overall peptide score [7], [9], [10],
[20]. As in the case for database searches, the goal is to
distinguish between significant peaks and noise peaks in the
spectrum [21], [22]. In the case of PepNovo and PepNovo+
the probabilistic scoring function is in the form of a likelihood
ratio hypothesis test [10], [23]. The Sherenga algorithm uses
a scoring function that is based on a likelihood test that com-
pares two possible explanations for the observed peaks [9]. In
the first explanation, the peaks are evaluated as a result of the
fragmentation process. This is based on a model that describes
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the probabilities of detecting certain fragment types in the
spectrum. In the second explanation, the peaks are modeled
as having been created by a random process. Havilio et al.
added to this the consideration of correlation between intensity
levels of different fragments [20]. Additionally, they treated
fragment type, fragment mass, and fragment mass/peptide
mass as special cases of fragments’ chemical properties [20].
Frank and Pevzner extended these ideas through the use of a
probabilistic network to model fragmentation [10]. Their score
is computed as a log-likelihood that measures how likely it is
that there was a cleavage of the peptide at a given mass.

II. CONSIDERATION OF AMINO ACID USAGE

One important piece of information that is missing from
current probabilistic and cross-correlation scoring function is
the prior distribution of amino acid usage. This distribution
describes the percentage of each amino acid as well as the
probability of combinations of amino acids in peptide se-
quences. It captures the mutual information present in adjacent
residues in the protein sequences from which the distribution
was derived. By leaving this information out, one is effectively
using a flat prior that treats all combination of amino acids as
equally likely. It is clearly not the case that amino usage in
peptides is random. NovoHMM is an interesting exception.
Although NovoHMM uses a hidden Markov model instead of
likelihood model, it implicitly incorporates information con-
cerning amino acid usage by training with spectrum/peptide
pairs [12]. However, NovoHMM’s understanding of amino
acid usage is inherently limited since it is derived entirely
from available spectrum/peptide training pairs.

Researchers have recognized that there is bias in the types
of peptides that are consistently observed by current MS/MS
technology. These preferentially observed peptides are called
proteotyptic peptides [24]–[26]. In this case, the bias is not a
reflection of the proteome signature but of the experimental
protocol and MS/MS technology. PepNovo+ employs a rank-
ing algorithm to rerank candidate peptides produced by its
fragmentation model. While the PepNovo+ ranking algorithm
considers sequence composition features, it is limited to amino
acid triplets that are compiled from proteotypic sequences.
The result is a single distribution describing the proteotypic
character of triplets averaged over all such training sequences
[23].

In contrast, the QuasiNovo scoring function described in this
paper recognizes that amino acid usage can vary widely from
organism to organism [27], [28]. Typically it is similar between
closely related taxa but can be quite different when taxa are
distantly related. Consequently, QuasiNovo’s understanding of
amino acid usage is provided by several models. These models
are derived from protein sequence data alone. This data is
much more plentiful and accurate than spectrum/peptide pairs
and leads to a more detailed and nuanced understanding of
amino acid usage. In this paper we present results supporting
the hypothesis that a scoring function that takes amino acid
usage into account can significantly improve the accuracy of
peptides derived via de novo sequencing.

III. METHODS AND DATA

Our investigations were designed to evaluate the utility of
a scoring function based on amino acid usage distributions.
These distributions were created by selecting a number of
proteomes from which to compile a composite amino acid
distribution. (In practice, we started with translations from
genome sequences.) The proteins from the selected proteomes
were processed in the following manner. First, we chose
a tuple length L. We then tabulated the frequency of oc-
currence of each tuple using a sliding window of length
L. Let < a1a2 . . . an > be a contiguous sequence of n
amino acids. There are n − L + 1 tuples of length L in
this sequence: < a1a2 . . . aL >, < a2a3 . . . aL+1 >, ...,
< an−L+1an−L+2 . . . an >. Our preliminary studies were
conducted using a tuple length of 6.The justification for
choosing this length is that we expected a longer tuple to be
more robust in the case of missing peaks. However, the number
of unique tuples is exponential in the length of the tuple, i.e.,
20L (since there are 20 amino acids). Thus anything larger than
6 becomes unmanageable. Additionally, it is difficult to collect
enough peptide data to adequately populate a larger table.
Even in the case of tuples of length 6, not all combinations
of length 6 are observed so it is necessary to initialize those
entries to some small epsilon value. Finally, the frequencies
are then normalized to give the probability of each tuple in
the composite set of peptides. From these 6-tuples we can also
derive conditional probabilities of the form p(a6|a1a2a3a4a5).

The amino acid distribution models amino acid usage and
can be used to estimate the probability of observing an amino
acid sequence. This model is used to compute the probability
of a peptide of n amino acids by taking the product of
the probability of the first tuple of length L − 1 times the
subsequent n − L + 1 overlapping conditional probabilities
based on tuples of length L in the peptide, i.e.,

PAAU (P |MAAU ) = p(P1,L−1)
n∏

i=L

p(Pi|Pi−L+1,i−1) (1)

In this equation p(P1,L−1) is the probability of the first
L − 1 residues in peptide P and p(Pi|Pi−L+1,i−1) is the
conditional probability of the ith amino acid given the pre-
ceding L − 1 amino acids. The probabilities p(P1,L−1) and
p(Pi|Pi−L+1,i−1) are defined by the amino acid usage model
MAAU , i.e., the normalized amino acid distribution.

If a de novo sequencing algorithm with this type of scoring
function could be shown to be competitive with existing de
novo sequencing algorithms then one would expect a model
that combined a probabilistic fragmentation model with an
amino acid usage prior to perform substantially better than
one using an implicit flat prior. To this end, we selected the
same data set of 280 spectra used by Frank and Pevzner [10].
They used this data set to compare PepNovo with Sherenga,
PEAKS, and Lutefisk. This data set comes from two sources,
the ISB protein mixture data set [29] and the Open Proteomics
Database (OPD) [30]. In this data set, peptides average 10.5
residues in length. Frank and Pevzner demonstrated that Pep-
Novo outperformed Sherenga, Peaks and Lutefisk on this data
set. This data set was also used by Fischer et al. to compare
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Fig. 1. Results for set of 280 MS/MS test spectra comparing PepNovo+,
PepNovo, NovoHMM, with a QuasiNovo reranking.

NovoHMM with PepNovo, Sherenga, PEAKS, and Lutefisk
[12]. In their study NovoHMM outperformed its competitors.
Consequently, the focus of our evaluation was a comparison
of the results of our scoring function versus PepNovo and
NovoHMM.

The 280 spectra in the Frank-Pevzner data set are com-
prised of spectra from 174 Escherichia coli peptides, 27
Mycobacterium smegmatis peptides, 67 Bos taurus peptides,
and 12 Homo sapiens peptides. The three major categories
represented in this data set are Gammaproteobacteria (E. coli),
Actinobacteria (M. smegmatis), and Mammalia (B. taurus and
H. sapiens). Amino acid distributions were constructed for
each of the 3 categories. E. coli and M. smegmatis peptides
were specifically excluded from their respective distributions
to demonstrate the ability of sequencing novel peptides. The
Gammaproteobacteria distribution was constructed from ap-
proximately 23 million tryptic peptides from 205 gammapro-
teobacterial proteomes not including E. coli. The Actinobacte-
ria distribution was constructed from approximately 7 million
tryptic peptides from 57 complete actinobacterial genomes,
not including M. smegmatis. Similarly, two mammalian dis-
tributions were created, one excluding H. sapiens and the
other excluding B. taurus. The mammalian distribution used to
score H. sapiens peptides was constructed from the complete
proteomes of B. taurus, R. norvegicus, and M. musculus. The
distribution used to score B. taurus peptides was constructed
from complete proteomes of H. sapiens, R. norvegicus, and
M. musculus.

IV. EXPERIMENTAL RESULTS

Initial results are shown in Figure 1. The common practice
in the de novo sequencing literature of presenting results in
terms of the number of predictions that are correct within one,
two, and three amino acids was followed. Each category is
cumulative, e.g., the category correct within 3 residues also
includes the number of peptides with fewer errors. This figure
depicts the accuracy of the top scoring candidate as selected
by each method. Both PepNovo and NovoHMM produce a
single top scoing candidate. In contrast, using default set-
tings PepNovo+ produces 50 peptides sorted by rank. The
QuasiNovo scoring function was used to rescore candidate
peptides produced by PepNovo, PepNovo+, and NovoHMM.
For each spectrum, a set comprised of the top 50 candidates
produced by PepNovo+ and the single candidates produced
by PepNovo and NovoHMM was created. The QuasiNovo
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Fig. 3. Results for set of 100 MS/MS test spectra comparing PepNovo+,
PepNovo, NovoHMM, PILOT and QuasiNovo, and experimental scoring
function based on amino acid usage

scoring function was then used to select the peptide that
produced the highest resulting score from this set. These
results are labeled QuasiNovo Reranking in Figure 1. The
most striking feature of the results presented in Figure 1
is that the QuasiNovo Reranking scores significantly higher
than do PepNovo, PepNovo+ and NovoHMM. Recall that
this reranking entails taking the 50 peptides suggested by
PepNovo+ and the single peptides suggested by PepNovo and
NovoHMM and then selecting the peptide with the highest
QuasiNovo score. These results indicate that amino acid usage
carries conditioning information about protein sequences that
provides additional precision in mapping from the spectrum
to the corresponding peptide.

A common alternative performance metric in the de novo
sequencing literature is to present results in terms of the
percentage of correct contiguous subsequences [10], [12],
[13]. Not all de novo sequencing algorithms predict complete
peptides. Often the peaks near the terminal ends are weak or
missing. Consequently, the correct subsequences tend to be
in the middle of the peptide. Figure 2 presents the longest
subsequence results for the Frank-Pevzner dataset of 280
spectra. These results were derived by first finding the longest
correct subsequence in the data set for each algorithm and
then tallying the counts for each length. In this figure, the
curve corresponding to the QuasiNovo reranking dominates
the other curves by a significant amount over all subsequence
lengths of four and greater.

DiMaggio and Floudas used 100 spectra from the Frank-
Pevzner data set [10] to compare PILOT with PepNovo, and
EigenMS. In their study [13], the PILOT results were slightly
better than those of PepNovo and EigenMS. We evaluated a
QuasiNovo reranking of the peptides proposed by PepNovo+
and NovoHMM for this set in order to see what effect the
consideration of amino acid usage would have. The results of
the reranking are shown in Figure 3. Notice that the results for
PILOT only indicate the number of peptides (out of 100) that
are correct within 2 amino acids and within 3 amino acids.
This is because DiMaggio and Floudas did not publish results
for completely correct peptides. It is instructive to note that the
QuasiNovo reranking of the PepNovo and NovoHMM results
increase the number of completely correct peptides from 47
and 50, respectively, to 72. Finally, even in the case of peptides
considered correct within 3 amino acids where PILOT achieves
95 out of 100, the QuasiNovo reranking results are 93 out of
100, i.e., comparable results.
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Fig. 2. Cumulative results for set of 280 MS/MS test spectra illustrating the proportions of predictions that had a correct subsequence of length at least x,
for 3 ≤ x ≤ 12.

The results in Figure 3 assume isobaric residues to be equiv-
alent since DiMaggio and Floudas published these statistics
but did not publish the actual peptides proposed by PILOT
for this data set. Specifically, this means that the pairs I/L and
Q/K are treated as identical amino acids. For example, the
assignment of an isoleucine in the candidate peptide where the
actual peptide contains a leucine is considered correct. This
is a common practice since de novo sequencing algorithms
that do not take amino acid usage into account have no basis
for distinguishing between isobaric residues. Since QuasiNovo
models amino acid usage, its scoring function is able to
distinguish among isobaric residues. Consequently, QuasiNovo
selects the residue with the highest probability in the context
of a given peptide. Another weakness of methods that do
not consider amino acid usage lies in how they treat missing
peaks. This commonly occurs when the b1-ion (corresponding
to the N-terminal amino acid) is missing from the spectrum.
Peaks corresponding to other b- or y-ions may also be missing
from the spectrum. Since peaks corresponding to b1-ions are
frequently missing, more errors would be expected in the
prediction of this terminal residue. If a peak corresponding
to a b1-ion is missing from the spectrum then a de novo
sequencing algorithm must make a prediction based on the
next peak in the ion ladder, i.e., the b2-ion. Table I shows the
accuracy of the predictions made by PepNovo+, NovoHMM,
and the QuasiNovo reranking for terminal ion pairs in the
Frank-Pevzner dataset of 280 spectra. Table I does not assume
isobaric equivalence. The values in the table were derived
by tallying the number of correctly predicted terminal pair
residues. For example, the values in the b2-ion column were

TABLE I
COMPARISON OF TERMINAL PAIR AND OVERALL ACCURACY

terminal ion pair complete peptide
algorithm b2-ion y2-ion

PepNovo+ 0.509 0.616 0.702
NovoHMM 0.523 0.759 0.735
QuasiNovo Reranking 0.716 0.813 0.815

determined by summing the number of correctly predicted
residues in the first two positions in the 280 peptides and then
dividing by 560, i.e., 2 residues * 280 peptides. As shown
in Table I, the QuasiNovo reranking results are superior to
those of PepNovo+ and NovoHMM for predicting the correct
residue pairs corresponding b2-ions and y2-ions. Notice that
the accuracy of the amino acids predicted for the y2-ion for
all algorithms in Table I are closer to the accuracy for the
complete peptide than they are to the b2-ion. The y1-ion is
not as frequently missing from the spectrum as the b1-ion.

When a peak is missing and can not be inferred, methods
that do not model amino acid usage are typically able to
propose a combination of residues for that part of the peptide.
However, they are not able to specify the particular order in
which the combination of residues appear in the peptide. It is
for this reason that it has become common practice to present
results in terms of percentage of predictions that are correct
within one, two, and three amino acids as shown in Figures
1 and 3. In contrast, QuasiNovo uses its model of amino acid
usage to distinguish between possible permutations. On this
basis it selects the permutation with the greatest probability.

The results in Table I as well as the preceding figures
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Fig. 4. Results for set of 76 MS/MS test spectra for E. coli peptides compar-
ing PepNovo+, PepNovo, NovoHMM, with three QuasiNovo scoring functions
based on amino acid distributions in Gammaproteobacteria, Actinobacteria,
and Mammalia.

demonstrate the utility of integrating amino acid usage con-
siderations in a scoring function. An obvious question is what
influence the choice of proteomes used to build the proteome
signatures has on the accuracy of the peptide scoring function.
The 280 spectra in the Frank-Pevzner data set are comprised
of 3 major categories: Gammaproteobacteria, Actinobacteria,
and Mammalia. The experiment shown in Figure 3 was re-
peated. However, this time three different proteome-signature-
based scoring functions were used to evaluate the subset of 76
E. coli peptides from the original 100 peptides. The scoring
function labeled Gammaproteobacteria was compiled using
only amino acid usage data from Gammaproteobacteria pro-
teomes. Similarly, the scoring functions labeled Actinobacteria
and Mammalia were derived exclusively from amino acid
usage data from Actinobacteria and Mammalia, respectively.
Given that all 76 peptides are from E. coli, it is no surprise that
the results for the scoring function derived from gammapro-
teobacterial peptides are significantly higher than the other
two scoring functions as shown in Figure 4. This data hints
at the sensitivity of the accuracy of the QuasiNovo scoring
function to the peptide data from which it is constructed. It
should also be noted that the results shown in Figure 4 do not
assume isobaric residues to be equivalent. One of the strengths
of considering amino acid usage is that it provides a statistical
basis for choosing between isobaric equivalent residues.

These results show that amino acid usage can be used as
prior information to improve significantly the accuracy of
the scoring functions used by current de novo sequencing
algorithms. They also support the hypothesis that a significant
additional increase in sequencing accuracy could be attained
by including consideration of amino acid usage as an integral
component of a scoring function.

V. CONCLUSION

The results of our investigations conclusively demonstrate
two results. First, when we use a proteome signature-based
scoring function to re-rank a combination of PepNovo+’s,
PepNovo’s, and NovoHMM’s candidate peptides, the peptide
that gets our highest score demonstrates significant improve-
ment in accuracy as compared to PepNovo+’s, PepNovo’s,
and NovoHMM’s first choice. Second, top-performing de novo
sequencing programs such as PepNovo+ are able to generate
good quality candidate peptides. In addition, they are able
to compute candidate peptides very efficiently. For example,

DiMaggio and Floudas report that PILOT takes 5-20 seconds
to evaluate a spectrum on an Intel Pentium 4 3.0GHz Linux-
based computer [13]. Even so, they are often not able to
correctly rank them. As a consequence, a suboptimal candidate
is selected as the highest ranking peptide and the accuracy
is considerably lower than it should be. Put simply, scoring
functions that do not consider amino acid usage appropriately
are often not able to select the most correct peptide from a pool
of candidates. Our results demonstrate the utility of combining
fragmentation and proteome signature scoring functions.

We are currently developing scoring functions that integrate
proteome signature models so that amino acid usage is con-
sidered during the process of candidate peptide generation.
In the proof-of-concept approach presented in this paper,
amino acid usage was considered after candidate peptides had
been generated. It is possible that better candidates may have
been discarded or not considered at all during the candidate
generation phase. We expect consideration of amino acid
content during candidate generation to further improve de novo
peptide prediction accuracy.

The comparison of amino acid usage models in Figure 4
shows that the choice of amino acid usage model is important.
Consequently, this is another important area of investigation.
The results of the Gammaproteobacteria model in Figure
4 are impressive when compared with those of PepNovo,
PepNovo+ and NovoHMM. The Gammaproteobacteria amino
acid usage model in Figure 4 was compiled by aggregating
data from the 205 proteomes from the Gammaproteobacteria
class. Even the models constructed for mammalian peptides
were not particularly focused, containing data from H. sapiens,
B. taurus, R. norvegicus, and M. musculus. It is reasonable
to expect that the accuracy of the scoring function will be
improved by creating statistical models of amino acid usage
that are closer to the proteome signature of the peptides under
consideration. It is hypothesized that more focused models
at the level of family, and genus will demonstrate greater
improvements in accuracy relative to the results presented
here.

One argument for pursuing de novo sequencing is the ability
to sequence peptides expressed from unsequenced genomes. In
the case of such a peptide, it is not possible to have the actual
amino acid usage model. However in the case of bacteria,
simple physiological tests (e.g. Gram stain) for cultured or-
ganisms can help limit the data set or limit the taxonomic
categories under examination. For un-cultured single cells,
equivalent information may also be obtainable. In both cases,
it is possible to use universal primers to extract small subunit
ribosomal RNA and sequence rRNA genes without having to
sequence the entire genome. SSU rRNA databases are already
the main source of microbial diversity information owing to
rRNAs’ role as the gold standard for microbial identification
[31]. While the high degree of conservation of rRNA genes
reduces their usefulness in resolving fine details at the strain or
species level, it nevertheless makes them useful for inference
of deeper phylogeny [32]. Several published studies show
that 16S rRNA genes provide genus identification in over
90% of the cases considered [33], [34]. This information can
be used to select the most appropriate available amino acid
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usage model, including flat priors if only distantly related
taxa are known. Consequently, it is important to compile
and investigate models at the taxonomic levels of genus and
family. It is currently unknown how much improvement more
focused models will produce. If the improvement is limited
then more general models might be preferred. We are currently
investigating the extent to which more focused amino acid
usage models improve the accuracy of the scoring functions
that use such data.
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